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ABSTRACT: A modified particle swarm optimizer algorithm has been proposed for polyphase signal coded 

sequence for multiple input and multiple output radar applications. A set of sequence is checked for the 

identification of peaky values obtained by using auto correlation and cross correlation process. This modified 

algorithm is guided for the experimental study in different set of sequences. This work is compared along with 

pervious Non-dominated Sorting Genetic Algorithm (NSGA) and particle swarm optimizer has been chosen. 

This paper intends to improvise the pulse coded sequence using selected frequency range to improve the 

efficiency. 

 

Keywords: Modified particle swarm optimizer, Polyphase signal, Multiple input and multiple output, Non-

Dominated Sorting Genetic Algorithm, Correlation process. 

 

----------------------------------------------------------------------------------------------------------------------------- ---------- 

Date of Submission: 13 -10-2017                                                                          Date of acceptance: 26-12-2017 

----------------------------------------------------------------------------------------------------------------------------- ---------- 
 

I. INTRODUCTION 
A numerous number of waveforms have been used for radars till date. Several properties of radar 

waveforms are discussed in [1], [2]. Radar waveforms are application specific. The presentation of radar is 

proportionally belongs to the waveform chosen. An un-modulated or modulated continuous signal is used in 

Continuous Wave (CW) radar. Such a system can detects using Doppler offset, but range measurements become 

difficult. Since the radar transmits continuous waves, the requirement for secondary antenna for reception arises 

which is considered as another short coming of such a system. [3] Pulsed radar transmits signals at regular time 

intervals. Unlike the CW radar, pulsed radars could give range measurements. But the selection of pulse width is 

combined among the required resolution of the system and the detectable maximum Range. Numerous 

characteristics of the radar system such as the accuracy, resolution, range, range Doppler ambiguity etc. are 

decided by the radar waveforms. Thus, [4], [17] the optimal radar waveform decides the efficiency of the 

system. For example, the shorter the pulse width of pulsed radar, the more accurate resolution the system has. 

But at the similar instance of time, short pulse will not support a good detection range.  

[5]These issues were solved by the method of the Pulse Compression. Pulse compression shares the 

hint of transmitting a long-range pulse with some modulation embedded which spreads the energy over the 

bandwidth necessary for the required resolution. [6] When comparing uncompressed pulse waveform along with 

compressed pulse waveforms, compressed waveform has larger time bandwidth (BT). This compressed 

waveform can be used either as customized frequency or phase coding. [22] This gives rise to frequency 

modulated waveforms such as Linear Frequency Modulation (LFM) and Non-Linear Frequency modulation 

(NLFM). A modulated signal carries frequency which varies with time in a specified periodic. It commonly 

finds applications in waveforms like continuous waveform and pulsed radars. Since this LFM works as a 

constant waveform, it spread the energy over frequency domain. The variation can be asymmetrical or 

symmetrical changes over time. More or less of nonlinear frequency modulations can be summed up as 

quadratic. A variation of the discrete FM uses N contiguous pulses with discrete frequency. This form of 

waveforms is identified as Costas FM. This is similar to a frequency hopping system where the FM frequencies 

are chosen so that resulting waveform has a minimum side lobe over the delay Doppler plane. Costas FM 

signals are generated using Welch construction or using some frequency hopping codes.  

[7] The pulse can be bifurcated into a number of sub-pulses of equal duration and variation of sub pulse 

carried out through coded sequence. This can be merely divided into binary and M phase coding. Following are 

various popular phase coded waveforms. In this technique, the phase of any sub pulse takes any of the two 

values, either 0 or 180degrees, in harmony with the sequence. [8]Various types of binary codes with decent 

autocorrelation properties are used in bi-phase coding. Commonly used codes are Barker codes; Maximal length 

sequences. Fig.1 demonstrates the 16 phase coded waveform and the code sequence. In that modified particle 

swarm optimizer algorithm has been used to improve the efficiency. 
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[9] In poly phase coding or M phase coding, the phase of the sub pulse takes any of the M arbitrary 

values. Frank codes, polyphase Barker sequence, P codes, quadriphase-coded waveform are some of the 

commonly used sequences in Polyphase coding. The range side lobes for polyphase coded waveforms are lower 

than that of binary-coded waveform of same length, but the Doppler performance gets deteriorated. [10, 11]. 

 

II. LITERATURE SURVEY  
Recent research in this field gives reference to the idea of transmission and reception of multiple 

signals which is studied in [3]. [12] MIMO radars differ from the phased array systems in the fact that each 

antenna transmits different waveforms while phased array uses weighted copies of a single waveform. Thus, 

MIMO radar comes with additional units of liberty as discussed in [6] and gives the experimental results 

promising enhanced performance [7]. MIMO radar comes in two configurations, with collocated antenna and 

widely distributed antenna. Both antennas placed closed to each other so that they can see the target alike. To 

enhance the performance of radar genetic algorithm of RADAR, genetic algorithm is framed for optimization. 

[13], [14], [15], [19] Multi objective optimization uses a popular NSGA as an efficient method but it is not 

chosen widely because of its complexity. So this algorithm is modified further into NSGA-II which performs 

better than conventional NS genetic algorithm by giving importance to its priority. [16] To improvise further, 

particle swarm optimizer has been modified and used for optimization. 

 

III. MIMO RADAR SIGNAL MODEL 
[11, 17] Poly phase coded sequence consists of large number of sub pulse sequence. [9] Sequence that 

consists of auto correlation and cross correlation has been used for the application of identifying the signals. 

Sub-pulses of poly phase code are complex numbers with N number of bits which is given by 
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Here the poly phase signal is shown as a phase sequence at the first row of the matrix, which has been 

selected from the phase pattern as shown in equation (3). Distinguishable poly phase coded sequencing is 

obtained from correlation techniques. It is shown as, 
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where 𝐴(𝜙𝑙 , 𝑘) and 𝐶(𝜙𝑝 , 𝜙𝑞 , 𝐾) represents autocorrelation and cross correlation function. 𝑆𝑙 , 𝑆𝑝  and 

𝑆𝑞  is a periodic function of polyphase correlation sequence, λ represents the weighting factor; if it is greater than 
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one, it means more  weight is given to cross correlation  and if it is less than one, it means more weight is given 

to autocorrelation. So, the crafting of polyphase sequence made through using a matrix which is shown in 

equation ( 3) along with 𝐴(𝜙𝑙 , 𝑘) and 𝐶(𝜙𝑝 , 𝜙𝑞 , 𝐾) equation (4) and (5). [7], [9] In MIMO, polyphase sequence 

coding performs the process of optimization. It will minimize the occurrence of peak value and also it will 

scrutinize the whole energy by equation (4) and (6). 

 

IV. EVOLUTIONARY MODIFIED ALGORITHM 
[16], [18], [20] For the process of optimization, particle swarm optimizer algorithm has been chosen 

here, and that was first proposed by kennedy and Ederhart [14]. Performance is high and mechanism is simple 

[15], [21]. This technique verifies each and every sequence of the function. Also it performs simultaneously for 

different sequences. [12] At the starting stage, this particle swarm optimizer evolutionary algorithm creates a 

random sequence within the limited space. Its velocity and position can be identified by using equation (8). 

 

vi  (t + 1) = w vi  (t) + c1 φ
1

 (pibest − Xi ) + c2 φ
2

(pgbest − Xi )    (7) 

 

Xi(t + 1) =  Xi (t) + vi(t + 1)          (8) 

 

Where,   is the inertia weight.Process of inertia weight provides better balance to explore and exploit 

the number of sequences. Achievement of the value better inertia weight will improve the performance by 

checking all the available sequence. [15] Meantime, others perform a common search to find the sequence. 

Eberthart and Shi [14] performed a process of tracking and optimizing to increase the occurrence of early 

iteration process in particle swarm optimization algorithm. [20] improved performance and efficiency using 

optimized particle swarm optimization algorithm by experimentally obtained inertia weight through simulation 

result. 

V. SIMULATION RESULTS 
 Performance of the modified method is proposed and the following study has been made. Optimization 

of polyphase coded sequence has been designed through using evolutionary modified particle swarm algorithm. 

[6], [8], [12] This modified algorithm is used to optimize the 16 phase coded sequence set vary from 3 to 5 and 

the length of the sequence N=128. 

 

Case 1: Experimental study has been made through by setting L=3 and length of the sequence N=128. Table 1, 

Figure 1 and Figure 2 shows the peak value obtained through the sequences of ASPs and CPs. Obtained average 

value of ASP is -25.7 dB and the average value of CPs is -25.6 dB. 

Table.1 ASPs and CPs of Sixteen phase synthesized sequence sets with L=3, and Sequence length N= 128. 

 

 
Seq1 Seq2 Seq3 

Seq1 -25.05 -25.77 -25.66 

Seq2 -25.77 -26.28 -25.59 

Seq3 -25.66 -25.59 -25.78 
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Fig.1 Max (ASP) values of Sixteen phase sequence set L=3 and N=128. 

 

 

 
 

Fig.2 Average (ASPs) and (CPs) values of Sixteen phase sequence set L=3 and N=128. 

 

Case 2: Experimental study has been made through by setting L=4 and length of the sequence N=128. Table 2, 

Figure 3 and Figure 4 shows the peak value obtained through the sequences of ASPs and CPs. Obtained average 

value of ASP is -25.4 dB and the average value of CPs is -25.2 dB. 

 

Table.2 ASPs and CPs of Sixteen phase synthesized sequence sets with L=4, and Sequence length N= 128. 

 
 Seq1 Seq2 Seq3 Seq4 

Seq1 -26.63 -25.27 
-25.81 -25.34 

Seq2 
-25.27 -23.72 -25.34 -24.48 

Seq3 
-25.81 -25.34 -25.83 -25.27 

Seq4 
-25.34 -24.48 -25.27 -25.81 
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Fig.3 Max (ASP) values of Sixteen phase sequence set L=4 and N=128. 

 
 

 

Fig.4 Average (ASPs) and (CPs) values of Sixteen phase sequence set L=4 and N=128. 

 

Case 3: Experimental study has been made through by setting L=5 and length of the sequence N=128. Table 3, 

Figure 5 and Figure 6 shows the peak value obtained through sequences of ASPs and CPs. Obtained average 

value of ASP is -25.8 dB and the average value of CPs is -25.6 dB. 

 

Table.3 ASPs and CPs of Sixteen phase synthesized sequence sets with L=5, and Sequence length N= 128. 
 

 Seq1 Seq2 Seq3 Seq4 Seq5 

Seq1 -24.58 -25.32 -26.63 -25.95 -25.44 

Seq2 -25.32 -26.91 -25.49 -25.54 -25.66 

Seq3 -26.63 -25.49 -25.86 25.54 -25.41 

Seq4 -25.95 -25.54 -25.54 -25.95 -25.81 

Seq5 -25.44 -25.66 -25.41 -25.81 -26.19 



Optimal Sequence for Mimo Radar 

52 

 
 

 

Fig.5 Max (ASP) values of Sixteen phase sequence set L=5 and N=128. 

 

 
 

Fig.6 Average (ASPs) and (CPs) values of Sixteen phase sequence set L=5 and N=128. 

 

VI. CONCLUSION 
 An effectively modified particle swarm optimization is used in the multiple input and multiple output 

radar application which is designed for sixteen bit phase coded sequence. It has been experimentally subjected 

in three different cases. Result obtained by using the particle swarm optimization shows a major improvement in 

obtaining a peak value of autocorrelation and cross correlation. Here 16 phase coded sequence has been set in 

the order L=3, 4 and 5 with the length of sequence N=128. Obtained results are compared with the previous 

works. From this modified particle swarm optimization algorithm, we have concluded that the result obtained 

from this algorithm gives a great improvement in ASPs and CPs in most length of sequences. 
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