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Abstract:- Due to the   rapid advancement of electronic commerce technology, there is a great and 

dramatic increase in credit card transactions. As credit card becomes the most popular mode of 

payment for both online as well as regular purchase, cases of fraud associated with it are also rising; to 

detect credit card frauds in electronic transactions becomes the focus of risk of control of banks. The 

proposed work in this paper is the combination of five supervised machine learning algorithms, 

Classification and Regression Tree (CART), Adaboost and Logitboost,Bagging and Dagging are 

proposed for classification of credit card data. These resulted forms help researchers to detect fraud in 

credit card. The experimental result shows the performance analysis of different meta-learning 

algorithms and also compared on the basis of misclassification and correct classification rate. Smaller 

misclassification reveals that bagging algorithm performs better classification of Credit card fraud 

detection technique. 
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I. INTRODUCTION 
Data mining helps the use of complicated data analysis to discover valid patterns which are previously 

unknown and relationships among large data sets. These tools have mathematical algorithms, statistical models 

and machine learning methods. Data mining comprises of more than collection and management of data, 

representation in textual, qualitative or multimedia forms. Data mining applications uses a range of parameters 

to observe and analyse the data which includes association, classification, sequence or path analysis, clustering 

and forecasting.  

The popularity of online shopping is growing day by day. According to an ACNielsen study conducted 

in 2005, one-tenth of the world’s population is shopping online [1].Germany and Great Britain have the largest 

number of online shoppers, and credit card is the most popular mode of payment (59 percent). About 350 

million transactions per year were reportedly carried out by Barclaycard, the largest credit card company in the 

United Kingdom, toward the end of the last century [2]. Retailers like Wal-Mart typically handle much larger 

number of credit card transactions including online and regular purchases. As the number of credit card users 

rises world-wide, the opportunities for attackers to steal credit card details and, subsequently, commit fraud are 

also increasing. The total credit card fraud in the United States itself is reported to be $2.7 billion in 2005 and 

estimated to be $3.0 billion in 2006, out of which $1.6 billion and $1.7 billion, respectively, are the estimates of 

online fraud [3].  

The use of credit cards is common in modern day society. Fraud is a millions dough business and it is 

rising every year. Fraud presents significant cost to our financial prudence measure world wide .Modern 

techniques based on Data mining, Machine learning, Sequence Alignment technique, Fuzzy Logic, Genetic 

Programming, Artificial Intelligence (AI) etc. ,has been introduced for detecting & preventing credit/ATM card, 

CHEQUE book type of fraudulent transactions.  

With great increase in credit cards, fraud has increasing excessively now a days. Since credit card becomes the 

most general mode of payment or both online as line as regular not only capturing the deceptive events but 

capturing such activities as rapidly as possible. 

 

II. RELATED WORK ON CREDIT CARD FRAUD DETECTION 
Credit card fraud detection has drawn a lot of research interest and a number of techniques, with 

special emphasis on data mining and neural networks, have been suggested. Ghosh and Reilly [4] have proposed 

credit card fraud detection with a neural network. They have built a detection system, which is trained on a large 
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sample of labelled credit card account transactions. These transactions contain example fraud cases due to lost 

cards, stolen cards, application fraud, counterfeit fraud, mail-order fraud, and non received issue (NRI) fraud. 

Recently, Syeda et al. [5] have used parallel granular neural networks (PGNNs) for improving the speed of data 

mining and knowledge discovery process in credit card fraud detection. A complete system has been 

implemented for this purpose. Stolfo et al. [6] suggest a credit card fraud detection system (FDS) using meta 

learning techniques to learn models of fraudulent credit card transactions. Meta learning is a general strategy 

that provides a means for combining and integrating a number of separately built classifiers or models. 

Aleskerov et al. [7] present CARDWATCH, a database mining system used for credit card fraud detection. The 

system, based on a neural learning module, provides an interface to a variety of commercial databases. Kim and 

Kim have identified skewed distribution of data and mix of legitimate and fraudulent transactions as the two 

main reasons for the complexity of credit card fraud detection [8]. Fan et al. [9] suggest the application of 

distributed data mining in credit card fraud detection. Brause et al. [10] have developed an approach that 

involves advanced data mining techniques and neural network algorithms to obtain high fraud coverage. Chiu 

and Tsai [11] have proposed Web services and data mining techniques to establish a collaborative scheme for 

fraud detection in the banking industry. [12] have done an extensive survey of existing data-mining-based FDSs 

and published a comprehensive report. Prodromidis and Stolfo [13] use an agent-based approach with 

distributed learning for detecting frauds in credit card transactions. It is based on artificial intelligence and 

combines inductive learning algorithms and meta learning methods for achieving higher accuracy. Phua et al. 

[14] suggest the use of meta classifier similar to [6] in fraud detection problems. They consider naive Bayesian, 

C4.5, and Back Propagation neural networks as the base classifiers. Vatsa et al. [15] have recently proposed a 

game-theoretic approach to credit card fraud detection. They model the interaction between an attack erandan 

FDS as a multistage game between two players, each trying to maximize his payoff. 

 

III. MACHINE LEARNING ALGORITHMS 

i. Classification and Regression Tree(CART) 

It was introduce by Breimann 1984.It builds both classification and regression tree (Gini index measure 

is used for selecting splitting attribute. Pruning is done on training data set. It can deal with both numeric and 

categorical attributes and can also handle missing attributes. [16]. 

The CART monograph focus on the Gini rule which is similar to the better know entropy or information gain 

criterion [17]. For binary (0/1) target the 'Gini measure of impurity" of a node t is: 

  Classification and regression free provide automatic construction of new features within each node and for the 

binary target. 

 

ii.  Adaboost 

AdaBoost, short for Adaptive boosting is a machine algorithm, formulated by Yeave Freud and Robert 

Scapire. It is a meta-algorithm and can be used in conjunction with many other learning algorithms to improve 

their performance. AdaBoost is an algorithm for constructing a”strong” classifier as linear combination. 

AdaBoost is adaptive in the sense that subsequent classifiers built are tweaked in favour of those instances 

misclassified by previous classifiers. AdaBoost is sensitive to noisy data and outliers. In some problems, 

however, it can be less susceptible to the over fitting problem than most learning algorithms. The classifiers it 

uses can be weak (i.e., display a substantial error rate), but as long as their performance is not random (resulting 

in an error rate of 0.5 for binary classification), they will improve the final model. Even classifiers with an error 

rate higher than would be expected from a random classifier will be useful, since they will have negative 

coefficients in the final linear combination of classifiers and hence behave like their inverses. 

 

iii. Bagging 

The way of combining the decisions of different models means amalgamating the various outputs into a 

single prediction. The way of doing to do this is to calculate the average. In bagging the models receives equal 

weights. In case of bagging suppose that several training datasets of the same size are chosen at random from 

the problem domain. Suppose using a particular machine learning technique to build a decision dtree for each 

dataset, we might expect these trees to be practically identically and to make the same prediction for each new 

test instance. This is a disturbing fact and seems to cast a shadow over the whole enterprise.  

In bagging the models receive equal weights, whereas in boosting weighting is used to give more influence to 

the more successful one just as an executive might place different values on the advice of different experts 

depending on how experienced they are. To introduce bagging, several training datasets of the same size are 

chosen at random from the problem domain. Suppose using a particular machine learning technique to build  a 

decision tree for each dataset, we might expect these trees to be practically identically and to make the same 

prediction for each new test instance.  
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iv. Logitboost 

LogitBoost is a boosting algorithm formulated by Jerome Friedmome, Trevor Hastie, and Robert 

Tibshirani. The original paper casts the Adaboost algorithm into a statistical framework. Specifically, if one 

considers AdaBoost as a generalized additive model and then applies the cost functional of logistic regression 

one can derive the LogitBoost algorithm. 

 

v. Grading 

We investigate another technique, which we call grading. The basic idea is to learn to predict for each 

of the original learning algorithms whether its prediction for a particular example is correct or not. We therefore 

train one classifier for each of the original learning algorithms on a training set that consists of the original 

examples with class labels that encode whether the prediction of this learner was correct on this particular 

example. The algorithm may also be viewed as an attempt to extend the work of Bay and Pazzani (2000)[18] 

who propose to use a meta-classification scheme for characterizing model errors. Hence in contrast to 

stacking—we leave the original examples unchanged, but instead modify the class labels. The algorithm may 

also be viewed as an attempt to extend the work of Bay and Pazzani (2000)[19] who propose to use a meta-

classification scheme for characterizing model errors. Their suggestion is to learn a comprehensible theory that 

describes the regions of errors of a given classifier. While the step of constructing the training set for the meta 

classifier is basically the same as in our approach,1 their approach is restricted to learning descriptive 

characterizations but cannot be directly used for improving classifier performance. The reason is that negative 

feedback when the meta classifier predicts that the base classifier is wrong only rules out the class predicted by 

the base classifier, but does not help to choose among the remaining classes (except, of course, for two-class 

problems).  

 

IV. PERFORMANCE COMPARISONS 
In literature classification algorithm, classifier performance can be measured on the same data. On the 

basis of results obtained Bagging algorithm is found better than other four algorithms. Comparisons of machine 

learning algorithms have been done on the basis of the misclassification and correct classification rate. It is 

observed that BAGGING machine learning classifier performance is better than Classification and Regression 

Technique, Adaboost, Logitboost, Bagging and Grading linear and quadratic dis-criminant analysis classifier in 

context of misclassification rate and correct classification rate. 

 

Table 1 

Algorithm misclassification Correct Classification Rate Mis- Classification Rate 

CART 0.834 0.166 

ADABOOST 0.847 0.153 

LOGITBOOST 0.855 0.145 

BAGGING 0.877 0.123 

GRADING 0.536 0.464 

According to obtained results of classification in table 1 following graph can be drawn. 

 

Graph for Mis-classification rate     
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Fig.1.Performace comparision graph between between CART,ADABOOST,LOGITBOOST,BAGGING, 

GRADING with respect to Mis-classification error rate 

Graph for correct classification rate 

 

Fig.2.Performace comparision graph between between CART,ADABOOST,LOGIBOOST,BAGGING, 

GRADING with respect to correct classification error rate 

 

Graph for Correct Classification and Misclassification rate 

 
Figure 3.  Performance comparison graph between CART, ADABOOST, LOGIBOOST, BAGGING AND 

GRADING algorithm   with respect to misclassification error rate and correct classification error rate. 

 

V. CONCLUSIONS 
This paper represents computational issues of five supervised machine learning algorithms i.e. 

Adaboost algorithm, Logitboost algorithm, Classification and Regression technique algorithm, Bagging 

algorithm and Dagging algorithm with dedicating role of detection of credit fraud rating on the basis of 

classification rule. Among five algorithms, Bagging algorithm is the best because the Bagging algorithm is 

easier to interpret and understand as compared to Adaboost,Llogitboost,Classification and Regression Tree 
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algorithm and Dagging algorithm. In order to compare the classification performance of three machine learning 

algorithm, classifiers are applied on same data and results are compared on the basis of misclassification and 

correct classification rate and according to experimental results in table 1, it can be concluded that bagging 

algorithm is the best as compared to classification and regression tree, is best as compared to adaboost, 

logitboost, classification and regression algorithm and Grading algorithm. 
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