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Abstract––CMOL cell assignment Problem (BP) is a telecommunication problem. CMOL cell assignment problem is very complex due to 
its constraint. In CMOL cell digital circuits are mapped to the CMOL cell. Each component of digital circuit is assigned to a particular 
cell. For mapping a digital circuit to the CMOL cell we have to first convert the circuit in to NOR gate form. In this paper we have present 
a CMOL cell assignment using particle swarm optimization algorithm. Our method transforms any logically synthesized circuit based on 
AND/OR/NOT gates to a NOR gate circuit and maps the NOR gates to CMOL. Particle swarm optimization (PSO) is a very popular 
algorithm and solves many optimization problems very efficiently from the last decades. We have consider all the constraints of CMOL cell 
assignment problem and tested our method on ISCAS benchmark circuits. We have compared our method with the genetic algorithm 
method and found that our algorithm works better than the genetic algorithm. 
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I. INTRODUCTION 
From the last few years, Nano electronics has made tremendous progress, with advances in novel Nano devices, Nano- circuits, 

Nano-crossbar arrays [4], manufactured by Nano imprint lithography[5], CMOS/Nano co-design architectures [6], and applications[7], [8]. 
Likharev and his colleagues [6] have developed the concept of CMOL technology for nanoelectronic devices. Many researchers have been 
done on hybridization of nanoelectronics/cmos devices. In [7] description of a digital logic architecture for ‗CMOL‘ hybrid circuit swhich 
combine a semiconductor–transistor (CMOS) stack and two levels of parallel nanowires, with molecular-scale nanodevices formed 
between the nanowires at every crosspoint. In [9] two new methods of ―in situ‖ training of CrossNets, based on either genuinely stochastic 
or pseudo-stochastic multiplication of analog signals, which may be readily implemented in CMOL circuits. In [10] description of 

neuromorphic network (―CrossNet‖) architectures for this future technology, in which neural cell bodies are implemented in CMOS, 
nanowires are used as axons and dendrites, while nanodevices (bistable latching switches) are used as elementary synapses. We have 
shown how Cross Nets may be trained to perform pattern recovery and classification despite the limitations imposed by the CMOL 
hardware. In [11] novel three-dimensional (3D) architecture of the CMOL circuit is introduced. This structure eliminates the special pin 
requirement of the original CMOL designs, providing a feasible and efficient solution to build the practical CMOL circuits. In [12] a novel 
CAD approaches to cell assignment of CMOL, hybrid CMOS/molecular circuit architecture. Method transforms any logically synthesized 
circuit based on AND/OR/NOT gates to a NOR gate circuit and maps the NOR gates to CMOL. In [13] new method based on dynamic 
interchange for cell assignment task of CMOL, a hybrid integrated circuit architecture, is proposed, first transform AND/OR/NOT gates 

composed of logic circuits into NOT gates and two inputs NOR gates, and then map the NOR/NOT gates to CMOL cells.  In [14] two 
theoretical results concerning whether a combinatorial circuit is place able in CMOL FPGA described. In [15] proposed genetic algorithm 
for cell assignment of CMOL, hybrid CMOS/molecular circuit architecture is represented. Proposed method introduces a two dimensional 
block partially mapped crossover operator as well as mutation operator for our genetic algorithm and conducted experiments using the 
ISCAS benchmarks. 

In this paper CMOL cell assignment problem using one of the popular optimization algorithm particle swarm optimization (PSO) 
have been solved. The solution given by our proposed algorithm is close to optimal solution but do not always find optimal solution. From 
the result shows that our algorithm gives the promising solution and performs better than the solution provided by genetic algorithm. 
The rest of the paper is organized as follows: Basic PSO algorithm is explained in section 2. CMOL cell assignment problem is described 
in section 3.CMOL cell assignment problem using PSO is described in section 4. In Section 5, experimental results and discussion are 
described. Section 6 concludes the paper.  

 

II. PARTICLE SWARM OPTIMIZATION 
Particle swarm optimization (PSO) is a population based heuristic search technique developed by Dr. Eberhart and Dr. Kennedy 

in 1995 [1], inspired by social behavior of bird flocking or fish schooling. PSO has some properties similar with other evolutionary 
techniques such as Genetic algorithms (GA), like GA PSO also selects initial population randomly from solution search space. PSO does 
not use the operators like crossover and mutation like GA. As PSO is inspired from bird flocking it uses velocity equation to update the 
solutions and fly towards the best solution. The power of the technique is its fairly simple computations and sharing of information within 
the algorithm as it derives its internal communications from the social behavior of individuals. The individuals, called particles henceforth, 
are own through the multi-dimensional search space with each particle representing a possible solution to the multi-dimensional 
optimization problem. Each solution's fitness is based on a performance function related to the optimization problem being solved. 

The movement of the particles is influenced by two factors using information from iteration-to-iteration as well as particle-to-
particle. As a result of iteration-to-iteration information, the particle stores in its memory the best solution visited so far, called pbest, and 
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experiences an attraction towards this solution as it traverses through the solution search space. As a result of the particle-to-particle 
information, the particle stores in its memory the best solution visited by any particle, and experiences an attraction towards this solution, 
called gbest, as well. The first and second factors are called cognitive and social components, respectively. After each iteration, the pbest 
and gbest are updated for each particle if a better or more dominating solution (in terms of fitness) is found. This process continues, 
iteratively, until either the desired result is converged upon, or it's determined that an acceptable solution cannot be found within 
computational limits. 

First the initial population is selected randomly from the solution search space than the position of particles are updated until the 

maximum limit of iteration or desired feasible solution found. For an n-dimensional search space, the 𝑖𝑡ℎ  particle of the swarm is 

represented by an n-dimensional vector, Xi = (xi1 ,xi2 .....xin )
T  . The velocity of this particle is represented by another n-dimensional vector 

Vi = (vi1; vi2...... vin )
T  . The previously best visited position of the  𝑖𝑡ℎ  particle is denoted as Pi = (pi1, pi2,........pin )

T  . `g' is the index of the 

best particle in the swarm. The velocity of the  𝑖𝑡ℎ  particle is updated using the velocity update equation given by 

 
 vid =  vid +c1r1( pid  - xid) +  c2r2( pgd -xid)   (1) 
 
and the position is updated using 

 
xid =  xid+  vid  (2) 

 
 where d  = 1, 2....n ; i  = 1;  2....S , where S  is the size of the swarm; c1  and c2  are constants, called cognitive and social scaling 
parameters respectively (usually, c1  = c2 ; r1 , r2  are random numbers, uniformly distributed in [0, 1]). Equations (1) and (2) are the initial 
version of PSO algorithm. A constant, Vmax, is used to arbitrarily limit the velocities of the particles and improve the resolution of the 
search. Further, the concept of an inertia weight was developed to better control exploration and exploitation. The motivation was to be 
able to eliminate the need for Vmax. The inclusion of an inertia weight (w) in the particle swarm optimization algorithm was first reported 

in the literature in 1998 (Shi and Eberhart, 1998) [2]. The resulting velocity update equation becomes: 
 

vid =  w * vid +  c1 r1( pid - xid) +  c2r2( pgd -xid)   (3) 
 

Eberhart and Shi (2000) [3] indicate that the optimal strategy is to initially set w to 0.9 and reduce it linearly to 0.4, allowing initial 
exploration followed by acceleration toward an improved global optimum. 
 

III. CMOL CELL ASSIGNMENT PROBLEM 
The basic idea behind CMOL is hybridization of CMOS/Nano electronics. Likharev[6] developed CMOL by using the hybrid of 

CMOS/Nano electronics. Due to impending crisis of the exponential (―Moore‘s-Law‖) progress of micro electronics may be postponed for 
more than a decade by the transfer from purely CMOS technology to hybrid CMOS/nanodevice circuits. In such a circuit, a specially 
designed CMOS chip is complemented with a simple nanoelectronic add-on: a nanowire crossbar with simple, similar, two-terminal 

nanodevices at each cross point.In order to be used effectively, the crossbar needs to be interfaced to the CMOS subsystem in a way which 
would allow individual access to each crosspoint nanodevice. Several sophisticated techniques based on stochastic doping of 
semiconductor nanowires had been suggested for this purpose; however, the ―CMOL‖ interface [6, 7] seems more general and much easier 
for the practical implementation. In this approach (Fig. 1) the silicon/nanowire interface is provided by sharp-tip, conical vias (―pins‖) 
distributed all over the circuit area. The main invention here was a rotation of the nanowire crossbar by a certain angle α relative to the 
rectangular grid of pins (Fig. 1b).The nanodevice in CMOL can be any two terminal nanodevices, e.g. a binary ―latching switch‖ based on 
molecules with two metastable internal states. Fig. 1 (Fig. 1a) shows the basic CMOL circuit with the interface between CMOS and 
nanowires. The pins connect the CMOS upper-level metal sand the nanowires. The nanodevices are sandwiched between the two levels of 

perpendicular nano-imprinted nanowires. This unique structure solves the problems of addressing much denser nanodevices with sparser 
CMOS components. Each nanodevice is accessed by the two perpendicular nanowires which connect to the nanodevice. The nanowires are, 
in turn, connected by pins to the CMOS circuits. 

Strukov and Likharev [6] proposed the CMOL FPGA.The nanodevices are non-volatile switches, the CMOLFPGA could 
program those nanodevices and route the signals from CMOS to the nanowires and nanodevices, and back to CMOS again. Logic functions 
are created by a combination of CMOS inverters and diode-like nanodevices. They proposed a cell like structure for CMOL circuits. Each 
cell contains the CMOS device. Nanowires aligned with one direction receive signals from the outputs of the CMOS inverters. Those 
nanowires are OR‘ed together with nanowires aligned with another (orthogonal) direction according to the nanodevice configurations. The 
OR‘ed signal goes to the inverter‘s input, which is on the CMOS level. This OR-NOT logic is the preferred implementation of the CMOL 
FPGA. 
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Fig. 1 Basic CMOL structure (a) Side view (b) Top view 

 
Fig. 2 shows the basic cell structure of FPGA which contains nanodevice in each cell and this devices connected by nanowires.  

Each cell contains nanodevice and nanodevices are connected with nanowires. The cell structure is represented by three rows and four 
columns. Total 12 cells and three signals X, Y, and F connected with the three grayed cells‘ output pins. The X and Y get connected 
(ORed) using nanowire shown by brown lines. The logic generated by figure 2 is F=X+Y. First Strukov and Likharev assign Boolean 

circuits manually to the CMOL cell. They also presented a reconfigurable architecture [16] for CMOL FPGA ,that grouped CMOL cells to 
form tiles, which can be treated similar to traditional FPGA‘s clusters, and can utilize existing cluster-based FPGA CAD tools. However, 
that work also did not solve the CMOL cell assignment problem for the general case; because it was restricted to the tile abstraction and it 
relied on sufficient cell connectivity radius and the insertion of additional inverters for routing purposes. 
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Fig. 2 CMOL FPGA Cell sample 

 
So the cell assignment problem is a problem in which Boolean circuits are assigned to the CMOL cell. CMOL cell can only be 

connected to a limited number of neighbouring CMOL cells. The set of CMOL cells that can be connected to the input of a particular cell X 
is called the input connectivity domain of X. Similarly, the output connectivity domain refers to the set of cells that can be connected to 
the output of X. 

 

IV. CMOL CELL ASSIGNMENT PROBLEM USING PARTICLE SWARM OPTIMIZATION 

In this paper we have proposed a solution for CMOL cell assignment problem using continuous version of PSO. For solving any 
optimization problem we have to first formulate the problem according to optimization problem. In this case first  we formulate the cell 
assignment problem according to PSO algorithm. Next subsection describes how we formulate the CMOL cell assignment problem. 
 

1. Representation 
To solve the problem, representation of the individual and fitness value is required. PSO algorithm is based on population 

(candidate solution) and each population have its own fitness value according to which it is compared from others, so we have to first 

represent the CMOL cell assignment problem in terms of PSO. In CMOL cell assignment, we have an Boolean circuit which we have to 
map on the CMOL cells as input and a sequence, which shows the cell number on which circuit devices are placed. First we transform the 
given Boolean circuit in the form of NOR gate circuit then we consider the NOR gate circuit as a graph whose vertex represents the number 
of nor gates in circuit and edges shows the connection between the nor gates. After formulating the circuit as a graph we use particle swarm 
optimization to assign nodes of a graph to a particular cell. PSO is based on population concept and each individual in population 
represents a solution, in case of CMOL cell assignment problem, solution is a sequence which shows the cell number for particular nor 
gate. So we have to first formulate each individual of PSO. 

CMOL cell assignment problem is a discrete optimization problem. In the proposed solution continuous version of PSO is used 
instead of discrete version. To change the continuous version to discrete version for CMOL cell assignment problem new vector is 
generated from particular individual of a PSO. Individual or particle of a PSO contains the real values; to generate new discrete vector, 
index value is noted according to the dimension values of a particular individual.   Index value of shortest dimension value is noted first 

then the index of second shortest dimension value is noted and so on up to the last dimension value. New generated discrete vector denotes 
the sequence tells that which cell has NOR gate and which cell remains empty. 

We represent dimension as a number of cells in CMOL and value as sequence from the possible set of sequences order of cells to 
find optimal sequence.  Position vector Xid={x1,x2,x3,......xd}where i is the particular individual and d represents the dimension index,  is 
calculated using PSO. The position vector of each particle makes transformation about the continuous position. The position vector Xid has 
continuous values. By using the dimension values of Xid new discrete vector Sid=[si1, si2,…….sid] generated. Sid is the sequence of cell 
number of i particle in the processing order with respect to the d dimension. 
As every optimization problem has certain set of constraints CMOL cell assignment problem also have certain set of constraint. The 
constraints for this problem are 
 
1. Each NOR gate is assigns to a particular cell only 

2. There is a connectivity range for a particular NOR gate under which all the other NOR gate connected to that NOR gate should present. 
The connectivity range describes the minimum distance between the two connected NOR gate or the nodes edge. 
The connectivity range is maximum length of wires connected between tow devices in a circuit. So each connected devices are present at 
max to the connectivity range.   
 



CMOL Cell Assignment using Particle Swarm Optimization 

31 

2. Fitness Function 
After representation of each individual we have to calculate fitness value of each individual. On the basis of fitness value we 

determine the optimal solution. In case of CMOL cell assignment problem optimal solution is the minimization of the value of equation (5). 
Our main objective is to minimize the fitness value, an individual who have the minimum fitness value is considered as the optimal 
solution. 

            𝑎 =  
1, 𝑖𝑓 𝑑𝑖𝑠𝑡 𝑖, 𝑗 > 𝑅

0,        𝑒𝑙𝑠𝑒                      
                                    (4) 

𝑓 =  𝑑𝑖𝑠𝑡 𝑖, 𝑗 + 𝑎 ∗ 𝑝𝑒𝑛𝑎𝑙𝑡𝑦𝑖,𝑗                          (5)   

Here dist(i,j) denotes the distance between two cells in CMOL cell. R is the connectivity range of a cell, penalty value is added to the 
fitness f when connectivity constraint fails.  
 

3. Algorithm CMOL Cell Assignment using PSO 
To solve the CMOL cell assignment problem we have used the Particle Swarm Optimization (PSO). To assign a particular circuit 

in CMOL cell first the circuit is converted in the form of NOR gate circuit. We consider the NOR circuit as a graph and then apply PSO. 
Algorithm 1 is the proposed algorithm for the CMOL cell assignment problem. 

 

Algorithm1: Algorithm for CMOL cell assignment using PSO  

[Initialization Phase]  
for s=0 to Swarm size do 

for d=0 to  dimension size do 

 Randomly initialize particle  
New cell assignment sequence vector Sid is 
generated by the particle position index values 

end for d   
         Compute fitness of initialized particle 
         Compute global best 
end for s 
 

[Update Phase] 

Repeat  
For s=0 to each swarm size do 

 ford=0 to problem dimension do 

Update particles using PSO update equation 
New cell assignment sequence vector Sid is 
generated by the particle position index values 
 end for d 
Compute fitness of updated particle 
if needed update historical information for global  
best(Pg) 

end for s 
until (stopping criteria is not met) 

In the initialization phase of PSO, NOR gate is assigned randomly to the cells so we have select particular number of solution 
randomly. After random selection we check how many solutions satisfy the constraint. After checking the constraint we have the set of 
feasible solution which satisfies the constraint condition. After initialization PSO update phase updates the initial solution and generates the 
new solution. Again the constraint condition applied to the updated solutions or individuals. Fitness function is designed so that the solution 
which does not satisfy the constraint automatically not taken into consideration. A penalty value is added to the fitness of solution which 
does not satisfy the constraint condition. After addition of penalty value the individual is automatically not consider for good solution in 
next phase. All these procedure execute till the maximum number of iteration and at last we got the best result of all the iteration and 

consider these result as a cell assignment to the NOR gates.       
 

V. EXPERIMENT RESULTS AND DISCUSSION 
This section describes the experimental setup and result obtained after the experiment. 
 

1.  Experimental Setup 
In this paper the parameter setting as suggested in [17]and [18] is used. Set swarm size S = 30. The inertia weight wis set to 0.73. 

c1 and c2 both are set to 2. Global variants of PSO are considered. Xmax and Xmin are the upper and lower bounds of the decision 
variables. Whenever the calculated position of particle exceeds the Xmax or lowers than the Xmin, particle position is set to Xmax or Xmin 
respectively (through extensive experiments these parameters are fine-tuned). Two criteria are applied to terminate the simulation of the 
algorithms. The first is the maximum number of function evaluations; set as 20000and the second is minimum error which is set to be 

optimal minimum total cell distance. One more parameter connectivity range of a cell is taken R=9. 
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2. Experimental Results  
In this section we analyze the result obtained by our algorithm. To test the efficiency of our algorithm results of PSO is compared 

with Genetic algorithm (GA) results. The experiment is taken for ISCAS benchmark circuits. We first carve out the combinatorial logic, 
i.e., convert all inputs/outputs of latches to primary inputs/outputs respectively. We then use logic synthesis software (such as SIS) to 
convert the circuit into a NOR netlist. Table I compares our algorithm results with the genetic algorithms. The ―cells‖ column indicates the 
number of CMOL cells that is assigned with NOR gates. The ―Delay‖ indicates the maximum levels of NOR gates in both logic and 
routing. The ―CPU time‖ column presents the running time of our algorithm.  

From the experimental results it is clear that PSO can be used to solve CMOL cell assignment problem. PSO gives the better 
solution then the genetic algorithm. From the result it is also cleared that PSO does not perform well in all condition somet imes it also 
gives the solution worse than the GA but in most cases PSO outperforms GA.  

 

Table I Experimental Results of PSO and GA 

Circuits 
Genetic Algorithm Particle Swarm Optimization 

Cell  Delay CPU time (sec.) Cell  Delay CPU time (sec.) 

s27 8 7 0.06 8 7 0.02 

s208 110 16 0.9 109 16 0.82 

s298 85 11 2.52 85 11 2.2 

s344 130 18 3.3 130 18 2.9 

s349 136 18 3.70 134 18 3.21 

s382 124 11 3.45 124 11 2.95 

s386 140 10 3.96 138 10 3.72 

s400 139 11 7.4 137 11 7.25 

s420 248 22 9.2 248 22 9.2 

s444 137 14 8.31 136 14 7.53 

s510 270 30 27.12 266 30 24.12 

s526 225 24 14.91 222 24 13.32 

s641 206 18 112.14 206 18 109.35 

s713 225 20 99.27 225 20 95.92 

s820 402 31 121.19 400 31 116.54 

s832 410 40 102.3 407 40 99.24 

s838 509 38 245.67 507 38 239.23 

 

VI. CONCLUSION 
This paper represents the solution of CMOL cell assignment problem using PSO algorithm. Continuous version of PSO used in 

this paper. Prior methods of CMOL cell assignment can only solve small circuits with long CPU runtime and low area usage.  CMOL cell 
assignment problem is of discrete type but the formulation is done using the continuous PSO.  In CMOL cell assignment problem we have 
to place the circuit in CMOL cells.  In initial phase cell sequences are selected randomly after that using PSO update equation new 
population created. Using this new population of PSO new cell sequences generated. Using the new sequence fitness function of each 
individual is calculated. This process continues till the maximum number of function evaluation reached. After the maximum number of 
evaluation the best among the all population during iterations are calculated. The best individual gives the best possible way to assign a 
circuit in CMOL cell and called as a optimal solution. From the experimental result shown in table I it is clear that our proposed solution 
using PSO performs better than the GA.  

In future we can use many variants of PSO to solve the CMOL cell assignment problem and compare the result from our 
proposed algorithm. We can also use the concept of hybridization by mixing the property of two algorithms we can solve the CMOL cell 

assignment and compare the results. Hybridization of PSO also performs well so we can use that concept too. 
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