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ABSTRACT: 

Detecting the freshness of fresh apples is an important aspect of the agricultural industry and fruit marketing. 

Moreover, people in Bali, who are predominantly Hindu, use apple fruit for religious ceremonies, so identifying 

the freshness of apples helps them choose good quality apples. In this research, we propose an apple 

classification method using the k-Nearest Neighbors method. This research aims to recognize the freshness of 

apples based on a dataset of apple images. The techniques used include image pre-processing and 

classification. Fruit images are processed to increase contrast, then important features are extracted using 

wavelets. These features are used as input for the k-Nearest Neighbors classification algorithm. It is hoped that 

the research results will show the accuracy of the classification results using the k-Nearest Neighbors 

algorithm. The application developed uses the Python programming language which can process image 

datasets to classify new images. This application can be used as a tool for selecting good-quality apples. Testing 

results of freshness classification of apples using the k-NN algorithm produced better performance at test size 

training parameter 0.2, an accuracy value of 0.96 was obtained, with a precision value for rotten apples = 1 

and fresh apples = 0.93. 
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I. INTRODUCTION 

In the world of agriculture, one of the stages before marketing agricultural products is sorting the 

products based on the quality of the fruit [1]. Currently, the fruit sorting process still uses traditional methods 

(checking manually/one by one which requires a lot of human power), while this method is often inaccurate and 

the results vary, due to the different perceptions of each person [2]. Along with the rapid development of 

technology, the need to obtain information becomes faster. Currently, some applications use color sensors such 

as digital cameras, spectroscopy, or freshness detection tools. These can determine whether fruit and vegetables 

are fresh or less fresh and can also detect rotten fruit and vegetables, using color sensors and humidity sensors 

but the device is quite expensive and not affordable for the public [3]. Moreover, people in Bali, who are 

predominantly Hindu, use apples as a means of religious ceremonies, so the need for fresh fruit in Bali is very 

necessary during religious holidays. To overcome this, a system is needed that can help to recognize the quality 

of apples well, which supports the acceleration of production and streamlines the process after fruit production 

goes to the fruit marketing stage [4]. This research proposes the development of an application that helps 

determine the quality of apples to reduce the burden on workers, sorting time, and costs that must be incurred in 

producing and selling them. This research proposes a method for classifying apples using the k-Nearest 

Neighbors method.  The main aim of this research is to recognize the freshness of apples based on a dataset of 

apple images. The techniques used include image pre-processing, feature extraction, and classification. 

The application developed uses the Python programming language that can process image datasets to 

classify new images. Based on this, the problem in this research is how to develop an application to classify the 

freshness of apples using images so that they can be detected as fresh apples and rotten apples. The limitation of 

the problem in this research is that due to limited research time, the dataset used comes from several images of 

fresh and rotten apples. 

 

II. MATERIAL AND METHODS 

In carrying out this work, the following steps and methods were adopted. The stages are carried out 

starting from creation to data collection, processing, and classification. The research process flow is shown in 

Figure 1. 
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Figure1: Process Flow and Research Stages 

 

The research stages include data collection in the form of image data of fresh apples and rotten apples.  

 

 
Figure2: Example of Datasets Image of Fresh Apples 

 

Figure 2 shows example of datasets image of fresh apples used for training of classification process. 

 
Figure3: Example of Datasets Image of Rotten Apples 

 

Figure 3 shows example of datasets image of rotten apples used for training of classification 

process.The datasetsare needed to complete the classification algorithm training process to determine the 

freshness of new object images. The next stage is image pre-processing, where this activity includes image 

processing to increase contrast, resize the image to make it clearer, and convert it to HSV color space[13]. The 

next stage is to extract apple image features using the Wavelet method. This feature extraction functions to 

obtain image features needed for classification. The next stage is the k-NN algorithm training process using the 

apple image dataset that was collected in the initial stage. Next, the algorithm that has been trained is tested 

using images of new apples, to identify whether the algorithm can recognize whether the apple is fresh or rotten 

fruit. Several test datasets of apple images are used to test the algorithm so that in the end the classification 

accuracy of the k-NN algorithm can be measured using the confusion matrix. 
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Figure4:Apple Image Classification Process Flow 

 

This section presents the phase-wise description of the developed risk-impact assessment methodology. 

Figure 4 explains the flow of the Apple image classification process.  The initial stage was to collect a dataset of 

apple images, both fresh and non-fresh apples. The second stage is image pre-processing is carried out for each 

apple image by converting the color space from RGB color space to HSV color space. The next stage is image 

feature extraction is carried out using the Wavelet Haar algorithm level 4. Image feature extraction is to obtain 

features from the apple image to obtain authentic characteristics of the apple image. The image pre-processing 

results are then trained using the k-Nearest Neighbors algorithm to group fresh apple features and rotten Apple 

features. Apple image feature training uses 100 epochs with a fresh apple image dataset of 40 images and a non-

fresh apple image dataset of 40 images. The results of the training are a weight model for fresh apple features 

and rotten apple features. After that then continue to test the new apple image. Testing was carried out using a 

dataset of apple images, with 42 images of fresh apples and 31 images of rotten apples. 

In an image, there is a lot of color information, and this information can also be used to simplify image 

analysis, such as object identification or image extraction[14]. The RGB color space is a color space consisting 

of 3 colors: red (Red), green (Green), and blue (Blue), which are added in various ways to produce various 

colors[17]. The main use of the RGB color space is to display images in electronic devices, such as televisions 

and computers, although it has also been used in ordinary photography. 

 
Figure5: RGB Color Cube[17] 

(Source: Pamungkas, 2016) 

 
The HSV color space defines colors in terms of Hue, Saturation, and Value. The advantage of HSV is that it 

contains the same colors as those perceived by the human senses. Meanwhile, the colors formed by other models 

such as RGB are the result of a mixture of primary colors(Oni et al., 2021). Hue states the actual color, used to 

distinguish colors and determine redness, and greenness from the color spectrum of light. Saturation states the 

level of purity of a color, which indicates how much white is given to the color. Value is an attribute that states 

the amount of light received by the eye regardless of color. 
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Figure6:HSV Colorspace[17] 

(Source: Pamungkas, 2016) 

 

Discrete wavelet transform is usually used for feature extraction because it works efficiently. The 

feature selection step is used to minimize dimensions by removing irrelevant features [26]. In this 

transformation, the image signal can be analyzed by passing it through a filtering process consisting of a low-

pass filter and a high-pass filter at each decomposition step. Filtering is done on rows and columns. One type of 

discrete wavelet transform is the Symlet wavelet which is better than other filters in removing noise in images, 

as a denoising method, and has quite high reliability [15]. The wavelet process means that the original image 

will be decomposed into 4 images with different frequencies. The original image will be filtered by rows and 

columns. There are 2 types of filters used, namely low-pass and high-pass [16]. The following filtering 

illustration can be seen in Figure 7. 

 
Figure7: Illustration of Wavelet Filtering 

 

There are four types of frequencies resulting from the filtering process. The frequencies that will be 

produced are Low-Low (LL), Low-High (LH), High-Low (HL), and High-High (HH). Low-low frequency 

results from low-pass filtering on rows and columns, Low-High Frequency results from low-pass filtering on 

rows and high-pass filtering on columns, and High-Low Frequency results from high-pass filtering on rows and 

columns. low-pass filtering on columns, and High-High frequencies resulting from high-pass filtering on rows 

and columns. The following illustration of the resulting output can be seen in Figure 8. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure8: Illustration of Wavelet Output 
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After the image has been decomposed by carrying out the steps above, a new image will be produced with 4 

different types of frequencies [17][18]. The output of this process will show that the image is divided into 4 

parts with a size of ¼ of the original image as shown in Figure9. 

 

 
Figure9:Wavelet Results After the Decomposition Process 

 

III. CASE STUDY: LITERATURE REVIEW) 

 

Several previous studies (state of the art) related to fresh fruit classification research, namely Fresh 

Fruit Classification Using Computer Vision Techniques as seen in Table 1. 

 

Table 1: Summary Reviewed Literatures 
Authors Years Object Being Tested Methods Result 

Satrya Darmawan 

Putra Bahari[1] 

2023 Detection of Fruit Quality 

and Freshness 

Computer Vision CNN 

VGG16 

classification accuracy of 

98.17% 

Prinzky et.al[5] 2022 Fresh and Rotten Fruit 

Classification 

CNN High classification accuracy 

Fani Nurona et. Al[6] 2015 Fresh and Rotten Fruit 

Classification 

Feature Extraction Hu-

Moment, Haralick and 
Histogram 

Classification accuracy of 

99.6% 

Prajatama et.al[2] 2019 Fresh and Rotten Malang 

Apple Classification 

Naive Bayes Classification accuracy of 63 % 

Stifani Napitu1[7] 2023 Fresh and Rotten Orange 

Classification 

Feature extraction RGB and 

HSV, k-Nearest Neighbors 

Classification accuracy of 

88,95% 

 

IV. RESULT 

 

4.1 Image Pre-Processing 

This research develops an application that processes apple datasets to classify apples as fresh or rotten apples. 

The initial stage was carried out by collecting datasets of fresh apples and rotten apples as seen in Figure10. 

 

 
Figure10: Image Datasets of Fresh and Rotten Apples 

 

The next stage is to carry out image processing by converting it into color space from RGB color space to HSV 

colorspace. 
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Figure11: Results of Pre-Processing RGB to HSV Color Space from Fresh Apple Image 

 

The preprocessing of datasets fresh apples image includes converting image in RGB (red, green, blue) 

colorspace into HSV(hue, saturation, value) colorspace as seen in Figure 11. The HSV colorspace allows for 

effective color saturation improvement, aids in estimating airlight to enhance image contrast, and facilitates 

efficient image compression by enhancing the value component. 

 

 
Figure12: Results of Pre-Processing RGB to HSV Color Space from Rotten Apple Image 

 

Likewise applies to rotten apples by converting image in RGB (red, green, blue) into HSV(hue, saturation, 

value) colorspace as seen in Figure 12. 

 

4.2 Wavelet Transformation 

The next stage is to carry out a wavelet transformation of the apple image which has been converted into 

HSV colorspace. The wavelet transformation used is the Haar wavelet with level 4 transformation as seen in 

Figure 13. 

 

 
Figure13: Results of Wavelet Transformation of Fresh Apple Image 
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The Haar wavelet transformation could be used to analyse the localized feature of signals. Due to the 

orthogonal property of the Haar function, the frequency components of input signal can be analysed. 

 

 
Figure14: Results of Wavelet Transformation of Another Fresh Apple Image 

 

 

 
Figure15: Results of Wavelet Transformation of Another Fresh Apple Image 

 

 

 
Figure16: Results of Wavelet Transformation of Rotten Apple Image 

 

 
Figure17: Results of Wavelet Transformation of Another Rotten Apple Image 
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Figure 14 and Figure 15 shows the result of wavelet transformation of fresh apple image, while Figure 16 and 

Figure 17 shows the result of wavelet transformation of rotten apple image. 

 

4.3 Training Phase 

The training stages in the current research use the k-Nearest Neighbors algorithm. The training dataset 

that has gone through HSV and wavelet pre-processing is then trained using k-Nearest Neighbors with the 

number k=2. The system was built using the Python programming language. 

 

4.4 Classification Phase 

The classification stages in the current research use the k-Nearest Neighbors algorithm. The test dataset 

that has gone through HSV and wavelet pre-processing is then classified using k-Nearest Neighbors. Next, each 

image is matched with the weight of the training results, the closest distance indicates that the image is included 

in that class. The number of fresh apple test datasets is 42 images, while the rotten apple test dataset is 31 

images. From the total test images, the performance of the algorithm was then measured using the Confusion 

Matrix. The results of measuring the performance of the algorithm are shown in the Figure 18. 

 

 
Figure18: Confusion Matrix Performance Measurement Results 

 

Based on the performance measurement results of the Confusion Matrix, the performance classification 

results is shown in Figure 19. 

 

 
 

Figure19: Classification Performance Measurement Results 
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We found that the precision value for rotten apples = 1, the recall value = 0.9 so the F1-Score = 0.95. 

Figure 19 shows classification performance measurement result. The result shows that the system can correctly 

recognize the test image for a rotten apple. Meanwhile, for fresh apples, the precision value = 0.93, and recall = 

1, so F1-Score = 0.97. This shows that the system can recognize 93% correctly the fresh apple test image. 

 

 

V. DISCUSSION AND CONCLUSION 

5.1 Discussion 

We compare accuracy algorithm by adjusting training datasets test_size parameters. We compare 

dataset training parameter of test_size vary in value 0.2, 0.3, 0.4 and then calculate precision, recall and F-1 

score value of classification using k-Nearest Neighbors. 

 

Table 2: Performance Classification Result in Different Test_Size Parameter 

No Test_Size 
Fresh Apples Rotten Apples 

Precision Recall F-1 Score Precision Recall F-1 Score 

1 0.2 0.93 1 0.97 1 0.9 0.95 

2 0.3 0.89 1 0.94 1 0.84 0.91 

3 0.4 0.91 1 0.95 1 0.87 0.93 

 

 
Figure20: Graph of Performance Measurement Resultswith Varying Test_Size Parameter 

 

Based on Figure 20, it found that classification of fresh apples has highest precision 0.93 and highest F-1 score 

=0.97 for test_size =0.2. It also for rotten apples has highest precision=1, highest recall 0.9 and highest   F-1 

score 0.95 for test_size = 0.2. 

 

5.2 Conclusion 

The research stages include data collection in the form of image data of fresh apples and rotten apples, 

image pre-processing, image feature extraction, k-Nearest Neighbors algorithm training process, and stages of 

testing new apple images, to identify whether the algorithm can recognize apples These include fresh or rotten 

apples. Testing results of freshness classification of apples using the k-NN algorithm produced better 

performance at testsizetraining parameter 0.2, an accuracy value of 0.96 was obtained, with a precision value for 

rotten apples = 1 and fresh apples = 0.93. 
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