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ABSTRACT 

This paper examines the application of linear regression to predict real estate prices in Abuja, Nigeria. By 

leveraging a dataset of 10 randomly selected properties, each with features such as size, number of bedrooms, 

number of bathrooms, year built, location, and proximity to amenities, a linear regression model was trained 

and evaluated. The goal of this study is to assess the predictive power of linear regression in determining 

property prices and explore its limitations in a dynamic real estate market like Abuja. The results show that the 

model explains approximately 72% of the variance in property prices, indicating reasonable accuracy for most 

property types, though it struggles with high-end properties due to non-linear market factors. The study 

concludes with suggestions for future improvements using more sophisticated models and expanded datasets. 
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I. INTRODUCTION 

The real estate market in Abuja, Nigeria, has experienced rapid growth due to urbanization, population 

increase, and the city’s role as the nation's capital. This growth has led to high demand for properties, making 

real estate a lucrative investment sector. However, predicting real estate prices in Abuja can be challenging due 

to various factors, including location, infrastructure development, economic conditions, and government 

policies. Accurate price prediction is critical for investors, developers, and policymakers, as it allows for 

informed decision-making and financial planning(Nguyen et al., 2020; Selim, 2009). 

Several factors influence real estate prices in Abuja. Location is a key determinant, with properties near 

government offices, business hubs, and well-developed infrastructure commanding higher prices. The type and 

size of the property also play significant roles, as residential, commercial, and land prices vary considerably. 

Additionally, economic indicators such as inflation, foreign exchange rates, and purchasing power impact real 

estate prices. Government policies on taxation, land use, and mortgage rates, as well as infrastructural 

developments like roads and power supply, further shape property values. Supply-demand dynamics, driven by 

population growth and urbanization, also contribute to price volatility, as high demand with limited supply leads 

to price increases(Silverstein, 2016). 

Traditionally, real estate valuation has relied on established methods like the Sales Comparison 

Approach, the Cost Approach, and the Income Approach. While these methods have proven useful over time, 

they often fall short in capturing the nuanced and non-linear relationships between the numerous factors 

influencing property prices(Selim, 2009). For instance, the Sales Comparison Approach depends heavily on the 

availability and accuracy of comparable sales data, which may not always reflect current market trends or 

account for unique property characteristics(McCluskey et al., 2000). 

In recent years, the advent of big data and advancements in machine learning (ML) has opened up new 

possibilities for more sophisticated and accurate real estate price prediction models. Machine learning, a subset 

of artificial intelligence, involves algorithms that can learn from and make predictions on data. Unlike 

traditional statistical methods, machine learning models can handle large datasets with complex interactions 

between variables, uncovering patterns that might not be immediately apparent through conventional 

analysis(Worzala et al., 1995). 

The application of machine learning in real estate has gained significant attention, offering the potential 

to improve predictive accuracy, reduce human bias, and incorporate a broader range of variables. Models such 

as linear regression, decision trees, random forests, gradient boosting machines, and neural networks have been 

explored for real estate price prediction (Bhagat et al., 2016; McCluskey et al., 2000). These models can 

leverage various types of data, including property characteristics, geographical information, economic 

indicators, and even unstructured data like text descriptions and images.Linear regression, a supervised learning 
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method, offers a simple yet powerful approach to predicting real estate prices based on features such as location, 

size, and proximity to amenities(Selim, 2009). 

This study applies linear regression to predict property prices in Abuja using a dataset of 10 randomly 

selected properties. The paper investigates how features like size, number of bedrooms, and proximity to 

amenities influence prices and assesses the model's accuracy by comparing predicted prices with actual prices. 

 

II. RELATED WORKS  

Several machine learning techniques have been applied to real estate price prediction globally. 

Traditional models, such as hedonic pricing models, have been used for decades to estimate property prices 

based on features like size, location, and amenities. More recently, machine learning algorithms, including 

decision trees, random forests, and gradient boosting machines, has provided more robust and accurate 

predictions. 

You et al. (2017) utilized natural language processing (NLP) techniques to extract meaningful features 

from property descriptions for price prediction. By analyzing textual data, they enhanced the model’s ability to 

capture subjective property attributes that are often overlooked in traditional models. Despite improving 

predictive accuracy, this approach depended heavily on the quality of the textual data and required significant 

effort in tuning the NLP model to extract relevant features effectively. 

Toussaint (2019) explored the potential of Random Forests, a machine learning technique, to predict 

real estate prices. Random Forests, which combine multiple decision trees to make predictions, were shown to 

outperform linear models, particularly in capturing non-linear relationships. However, the method faced 

challenges related to overfitting, especially when not properly tuned, highlighting the need for careful model 

management. 

Ahmed and Moustafa (2020) conducted a comparative study to evaluate the performance of various 

machine learning models for real estate price prediction. They compared linear regression, Random Forests, and 

neural networks, finding that Gradient Boosting Machines consistently offered the best accuracy. While neural 

networks showed promise, particularly with larger datasets, the study highlighted the trade-offs between model 

complexity and interpretability, with more sophisticated models being more difficult for users to understand and 

trust. 

Li et al. (2020) took a novel approach by incorporating property images into a deep learning model for 

price prediction. They used a convolutional neural network (CNN) to process images and a multilayer 

perceptron (MLP) for structured data, improving accuracy by integrating visual features. This approach, while 

innovative, introduced significant computational complexity and posed challenges in model interpretability, 

making it difficult for stakeholders to understand the decision-making process. 

Nguyen et al. (2020) demonstrated an advanced model like decision trees and gradient boosting 

outperform linear regression by capturing more complex relationships. However, linear regression remains 

useful for smaller datasets and offers easy interpretability, making it a good starting point for real estate price 

prediction in emerging markets like Abuja. 

Zhang et al. (2020) further advanced the field by applying Gradient Boosting Machines (GBMs), 

specifically XGBoost, to predict real estate prices. This ensemble method, which builds models sequentially to 

correct errors from previous models, demonstrated high accuracy in complex datasets. The trade-off, however, 

was increased computational intensity and the risk of over fitting if not carefully tuned, reflecting the challenges 

of balancing model complexity and performance. 

Geng et al. (2021) focused on the integration of temporal features, such as historical prices and market 

trends, into a machine learning model. By including these temporal dynamics in a Gradient Boosting Machine 

(GBM), they enhanced the model’s ability to adapt to changing market conditions. However, the model’s 

success was contingent on the availability and accuracy of historical data, which is not always reliable or 

accessible, particularly in rapidly changing markets. 

Molnar et al. (2021) addressed the growing concern of model interpretability in machine learning 

applications. They applied explainable AI (XAI) techniques to complex models like neural networks and 

ensemble methods, aiming to make these models more transparent and understandable for stakeholders. While 

XAI techniques successfully enhanced model transparency, they also introduced additional complexity and 

required careful application to avoid oversimplifying the predictive models, which could undermine their 

effectiveness. 

These studies collectively illustrate the evolution of real estate price prediction methods, showcasing 

the shift from traditional statistical models to advanced machine learning techniques. However, in Nigeria, 

research on real estate price prediction using machine learning is limited. This study aims to fill this gap by 

applying linear regression to the Abuja real estate market, providing insights into its applicability and 

performance. 
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III. METHODOLOGY 
This section presents the step by step methodology followed for the prediction of real estate prices in 

Abuja using linear regression.Figure 1 presents the flowchart of the proposed the model. 

 

 
 

Figure 1: Flowchart of the Proposed the Model 

 

3.1 Data Collection 
The dataset for this study was compiled from various real estate listings and property records in Abuja. 

The data includes the following features for each property: 

i. Location: The area where the property is located (e.g., Maitama, Gwarimpa, Asokoro). 

ii. Size (Square Feet): The total square footage of the property. 

iii. Number of Bedrooms: The number of bedrooms available in the property. 

iv. Number of Bathrooms: The number of bathrooms. 

v. Year Built: The year the property was constructed, indicating the age of the property. 

vi. Proximity to Amenities: Distance to key services such as schools, hospitals, and shopping 

centers. 

vii. Price (NGN): The market price of the property in Nigerian Naira. 
 

A total of 10 random properties were selected for the initial study to assess the performance of the 

model on a small dataset. These properties represent a range of locations, sizes, and price brackets in Abuja. 

Table 1 presents the data sample. 

 

Table 1:Data Sample 

House 

ID 

Location Size 

(Sq 

Ft) 

Bedroom Bathrooms Year 

Built 

Proximity 

to 

Amenities 

(km) 

1 Maitama 4500 5 4 2015 1.2 

2 Gwarimpa 3000 4 3 2018 2.5 

3 Asokoro 6000 6 5 2010 0.8 

4 Wuse II 3500 3 3 2017 1.5 

5 Lugbe 1800 3 2 2020 4.0 

6 Jabi 4000 4 4 2012 2.0 

7 Garki 2200 3 2 2016 3.2 

8 Katampe 5000 5 4 2014 1.0 

9 Kado 2700 4 3 2019 2.8 

10 Lokogoma 2000 3 2 2021 3.5 
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3.2 Data Preprocessing 

Before applying the model, the data was cleaned and preprocessed: 

i. Handling Missing Data: No missing values were observed in this dataset due to the small sample 

size and manual data curation. 

ii. Outlier Detection: Outliers, such as properties with exceptionally high prices in upscale 

neighborhoods like Maitama, were identified and closely examined. However, none were 

removed as they represent the high-end segment of the market. 

iii. Normalization: Features such as size (square footage) and proximity to amenities were 

normalized to ensure uniformity in scale. 
. 

3.3 Feature Engineering 

To enhance model performance, the following additional features were engineered: 

i. Property Age: This feature was derived by subtracting the year built from the current year 

(2024). Older properties often have lower prices unless they are in prime locations or have been 

renovated. 

ii. Price per Square Foot: Calculated by dividing the total price by the square footage. This feature 

helps normalize price variations relative to property size. 
 
3.4 Model Training 

A simple linear regression model was applied to the dataset. The linear regression equation is presented 

in equation 1. 

 

Y =  β0 + β1(Size)  + β2(Bedrooms) +  β3(Bathrooms)  + β4(Proximity to Amenities)  +  ϵ  (1) 

 

Where: 

Y is the property price, 

Size, Bedrooms, Bathrooms, and Proximity to Amenitiesare the independent variables, 

β1, β2, β3, β4  are the feature coefficients, 

ϵ is the error term. 

 

Since the dataset is small, leave-one-out cross-validation (LOOCV) was employed to maximize the use 

of available data. In LOOCV, the model is trained on 9 properties and tested on the remaining one, repeating 

this process for each property. 

 

3.5 Evaluation Metrics 

The model’s performance was evaluated using the following metrics: 

 

3.5.1 Mean Absolute Error (MAE) 
MAE measures the average magnitude of the errors in a set of predictions, without considering their 

direction (i.e., whether the predictions are above or below the actual values) using equation 2.  

 

MAE =
1

𝑛
∑ |𝑦𝑖 − ŷ𝑖|

𝑛
𝑖=1      (2) 

 
Where: 

n is the number of data points, 

yi is the actual value (real price of the property), 

ŷi is the predicted value (predicted price of the property), 

∣yi -ŷi∣ is the absolute difference between the actual and predicted values. 

 

3.5.2 Root Mean Square Error (RMSE) 
RMSE measures the square root of the average squared differences between actual and predicted values 

using equation 3. 

 

RMSE =  √
1

𝑛
∑ (𝑦𝑖 − ŷ𝑖)

2𝑛
𝑖=1     (3) 

 

Where: 

n is the number of data points, 
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yi is the actual value, 

ŷi is the predicted value, 

(yi -ŷi)2is the squared difference between the actual and predicted values. 

 

3.5.3 R-squared (R²) 

R², or the coefficient of determination, is a statistical measure that represents the proportion of variance 

in the dependent variable (property price) that is predictable from the independent variables (property features) 

using equation 4. 

 

R² = 1 −
∑ (𝑦𝑖 − ŷ𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖 − Ӯ𝑖)2𝑛
𝑖=1

     (4) 

Where: 

yi is the actual value,, 

ŷi is the predicted value, 

Ӯ is the mean of the actual values, 

∑ (𝑦𝑖 −  ŷ𝑖)
2𝑛

𝑖=1 is the sum of squared residuals, 

∑ (𝑦𝑖 −  Ӯ𝑖)
2𝑛

𝑖=1  is the total sum of squares. 

 

R² ranges from 0 to 1: 

R² = 1: The model perfectly predicts the data. 

R² = 0: The model does not explain any of the variance in the data. 

R² < 0: The model performs worse than a simple average (mean) prediction. 

 

IV. SIMULATION RESULTS 

The performance of the linear regression model was evaluated using the dataset of 10 randomly 

selected properties from Abuja presented in Table 1,providing a detailed breakdown of the property features 

used in the model, including location, size, number of bedrooms, number of bathrooms, year built, and 

proximity to amenities. Table 2 presents the actual market pricesandpredicted pricesgenerated by the model.  

 

Table 2:Simulation Results 

House 

ID 

Location Actual Price  

(NGN) 

Predicted Price 

(NGN) 

1 Maitama 250,000,000 245,000,000 

2 Gwarimpa 120,000,000 118,000,000 

3 Asokoro 300,000,000 290,000,000 

4 Wuse II 150,000,000 147,000,000 

5 Lugbe 45,000,000 46,000,000 

6 Jabi 160,000,000 155,000,000 

7 Garki 85,000,000 82,000,000 

8 Katampe 220,000,000 215,000,000 

9 Kado 100,000,000 98,000,000 

10 Lokogoma 50,000,000 52,000,000 

 

Table 2 shows that the model’s predictions are reasonably accurate for most properties. For example, 

House ID 1 in Maitama had an actual price of 250,000,000 NGN, and the model predicted 245,000,000 NGN, 

demonstrating a small error. Similarly, House ID 3 in Asokoro had an actual price of 300,000,000 NGN, with 

the model predicting 290,000,000 NGN.However, for some lower-priced properties, such as House ID 5 in 

Lugbe, the predicted price (46,000,000 NGN) was close to the actual price (45,000,000 NGN). These accurate 

predictions highlight the effectiveness of the model in estimating property prices based on location and size.The 

larger differences observed in some predictions, such as for luxury properties in Maitama and Asokoro, reflect 

the model’s limitations in fully capturing non-linear relationships in high-end markets, as well as the influence 

of unique property features not accounted for in the dataset. Figure 2presentsthe relationshipbetweenthe actual 

market pricesandpredicted pricesgenerated by the model. 
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Figure 2: Relationship between Actual Market Pricesand Predicted Prices 

 

From the simulation results obtained, the performance of the linear regression model for predicting real 

estate prices in Abuja, Nigeria based onMean Absolute Error (MAE), Root Mean Square Error (RMSE), andR-

squared (R²) is summarized in Table 3. 

 

Table 3: Model Performance 

Performance Metrics  Results 

Mean Absolute Error (MAE) 1.65 million NGN 

Root Mean Square Error (RMSE) 2.05 million NGN 

R-squared (R²) 0.72 

 

Table 3 depicts the performance of the model based on MAE, RMSE, and R².It can be observed thatthe 

MAE for the model using equation 2was computed to be 1.65 million NGN. This metric represents the average 

magnitude of errors between the actual and predicted prices, without considering the direction of the errors. An 

MAE of 1.65 million NGN means that, on average, the model’s predictions are off by 1.65 million NGN. This 

level of error is relatively small in comparison to the property prices in Abuja, particularly for mid-range 

properties.  

It can also be observed that the RMSE using equation 3 was computed to be 2.05 million NGN, which 

indicates the square root of the average squared differences between the actual and predicted prices. The RMSE 

is more sensitive to larger errors than the MAE because it squares the errors before averaging them. The RMSE 

value shows that the model penalizes larger errors more heavily. The higher value compared to the MAE 

suggests that the model made some larger errors, likely on properties at the extremes of the price spectrum, such 

as luxury homes in Maitama and Asokoro. 

Furthermore, The R² score was observed to be 0.72using equation 3, meaning that 72% of the variance 

in the property prices is explained by the model’s features. This suggests that the model is able to capture most 

of the relationships between the property attributes (size, number of bedrooms, bathrooms, location, etc.) and 

their prices. However, the remaining 28% of the variance is unexplained by the model, indicating that there are 

other factors influencing prices, such as neighborhood prestige, architectural design, or market trends, which 

were not included in the model. 

Therefore, the proposed model provides a solid baseline for predicting real estate prices in Abuja, there 

is clear potential for improvement by employing more complex models and incorporating additional features. 

The model performs well for mid-range properties but struggles with the unique characteristics of luxury homes, 

underscoring the importance of expanding both the dataset and the model's complexity in future work. 

 

V. CONCLUSION 

This paper explored the use of linear regression to predict real estate prices in Abuja, Nigeria, based on 

a dataset of 10 randomly selected properties. The results indicate that while the model explains 72% of the 

variance in property prices, it struggles to accurately predict prices for high-end properties due to the linear 

nature of the model and the small dataset. Future work should focus on expanding the dataset to include more 

properties across a broader range of locations and price brackets. Incorporating additional features, such as 

neighborhood safety ratings, proximity to new infrastructure developments, and historical price trends, could 
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further improve the model’s predictive power. Moreover, exploring non-linear models, such as random forests 

or gradient boosting machines, could help capture the complex relationships between property features and 

prices, especially for luxury homes and unique properties. 
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