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Abstract:––The data clustering is a big problem in a wide variety of different areas,like pattern recognition & bio-

informatics. Clustering is a data description method in data mining which collects most similar data . The purpose is to 

organize a collection of data items in to clusters, such that items within a cluster are more similar to each other than they are  

in other clusters. In this paper, we use k-means & k-medoid clustering algorithm and compare the performance evaluation of 

both with IRIS data on the basis of time and space complexity. 
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I. INTRODUCTION 
Cluster analysis is the organization of a collection of patterns  in to clusters based on similarity. Intuitively 

,patterns within a valid cluster are more similar to each other than they are to a pattern belonging to a different cluster. 

Data  clustering is an unsupervised learning process, it does not need a labeled data set as training data, but the performance 

of the data clustering algorithm is often much poorer. Although the data classification has better performance , it needs a 

labeled data set as training data & labeled for the classification is often very difficult to obtain . In the case of clustering ,the 

problem  is to group a given collection of unlabeled patterns in to meaningful clusters. In a sense, labels are data driven, that 

is they are obtained solely from the data. 

 

II. CLUSTERING 
Clustering methods are mainly suitable for investigation of interrelationships between samples to make a 

preliminary assessment of the sample structure. Clustering techniques are required because it is very difficult for humans to 

intuitively understand data in a high-dimensional space.  

 

 Partition clustering: 

 A partitioning method constructs k(k<n)  clusters of n data sets (objects) where each cluster is also known as a 

partition. It classifies the data in to k groups while satisfying following conditions. 

 Each partition should have at least one object . 

 Each object  should belong to exactly one group. 

The number of partitions to be constructed (k) this type of clustering method creates an initial partition. Then it 

moves the object from one group to another using iterative relocation technique to find the global optimal partition.  A good 

partitioning is one in which distance between objects in the same partition is small(related to each other) whereas the 

distance between objects of different partitions is large( they are very different from each other). 

k-means algorithm:-Each cluster is represented by the mean value of the objects in the cluster. 

K-medoid algorithm:- Each cluster is represented by one of the objects located near the center of the cluster. 

 

K-means algorithm: 

(I) Choose k cluster centers to coincide with k randomly chosen patterns or k randomly defined points inside the 

hyper volume containing the pattern set. 

(II) Assign each pattern to the closest cluster center. 

(III)  Recomputed the cluster centers using the current cluster membership. 

(IV)   If a convergence criterion is not met step 2. Typical convergence criteria are: no reassignment of patternsto new 

cluster center, or minimal decrease in squared error. 

K-medoid method:  

It is representative object-based technique. In this method we pick actual objects to represent cluster instead of taking the 

mean value of the objects in a cluster as a reference points. 

PAM(partitioning around method) was one of the first k-medoid algorithm. The basic strategy of this algorithm is as 

follows:- 

 Intially find a representative object for each cluster. 

 Then every remaining object is clustered with the representative object to which it is the most similar. 

 Then iteratively replace one of the medoids by a non-medoid as long as the “quality” of the clustering is imposed. 

 

III. EVALUATION/INVESTIGATION STRATEGY 
3.1  H/W tools: 
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We conduct our evaluation on  Pentium 4 Processor platform which consist of   512 MB   memory, Linux  

enterprise server operating system, a  40GB memory, &  1024kbL1 cache. 

 

3.2  S/W tool: 

The implementation of K-means and k-medoid algorithm is done on Iris data in Mat lab. The data contains 3 

classes of 150 instances each. Where each class refers to a type of IRIS plant. One class is linearly separable  from other two, 

the letter are not linearly separable from each other. 

 

1.3 Input data sets:- 

Input data is an integral part of data mining applications. The data used in  experiment is either real-world data 

obtained from UCI data repository and widely accepted during evaluation dataset is described by the data type being used, 

the types of attributes, the number of instances stored within the dataset This  dataset was chosen because it  have different 

characteristics and have addressed different areas. 

 

 
Fig.1 Iris data set 

 

Relevant Information: 

This is perhaps the best known database to be found in the pattern recognition literature.  Fisher's paper is a classic 

in the field and is referenced frequently to this day.  (See Duda & Hart, for example.)  The data set contains 3 classes of 50 

instances each, where each class refers to a type of iris plant.  One class is  linearly separable from the other 2; the latter are 

NOT linearly separable from each other. 

 Predicted attribute: class of iris plant. 

 This is an exceedingly simple domain. 

  This data differs from the data presented in Fishers article  (identified by Steve Chadwick,  

spchadwick@espeedaz.net ) 

The 35th sample should be: 4.9,3.1,1.5,0.2,"Iris-setosa" where the error is in the fourth feature. 

The 38th sample: 4.9,3.6,1.4,0.1,"Iris-setosa" where the errors are in the second and third features.   

 Number of Instances: 150 (50 in each of three classes) 

 Number of Attributes: 4 numeric, predictive attributes and the class 

 Attribute Information: 

   1. sepal length in cm 

   2. sepal width in cm 

   3. petal length in cm 

   4. petal width in cm 

   5. class:  

      -- Iris Setosa 

      -- Iris Versicolour 

      -- Iris Virginica 

 

 Missing Attribute Values: None 

Summary Statistics: 

          Min  Max   Mean    SD   Class Correlation 

   sepal length: 4.3  7.9   5.84  0.83    0.7826    

    sepal width: 2.0  4.4   3.05  0.43   -0.4194 

   petal length: 1.0  6.9   3.76  1.76    0.9490  (high!) 

    petal width: 0.1  2.5   1.20  0.76    0.9565  (high!) 
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 Class Distribution: 33.3% for each of 3 classes. 

 

1.4 Experimental result and Discussion:- 

To evaluate the selected tool using the given dataset, several experiments are conducted. For evaluation purpose, 

time and space complexities of k-means and k-medoid are measured. The time complexity of k-means is O(I*k*m*n) and 

time complexity of K-medoid is O(ik(n-k)2). Now  assume that n=100,d=3,i=20 and number of clusters varying. We get the 

result and displayed in tables. 

  The space requirement for k-means are modest because only the data points and centroid are stored. Specifically, 

the storage required is O((m+k)n), where m is the number of points and n is the number of attributes. In particular the time 

required is O(i*k*m*n), where I is the number of iterations required for convergence, m is the number of points, k is number 

of clusters. K-medoid is more robust than k-means in the presence of noise and outliers because a medoid is less influenced 

by outliers or other extreme values than a k-means. K-medoid is relatively more costly ,complexity is O(ik(n-k)2), where I is 

the total number of iterations, k is total number of clusters, and n is the number of objects. 

 

Table 1: Time complexity when number of cluster varying 

No. of 

clusters 

k-means time 

complexity 

k-medoid 

time 

complexity 

1 2000 2000 

2 10000 6000 

3 25000 9000 

4 45000 11000 

 

Table 2: Time complexity when number of iterations varying 

No. iterations k-means 

time 

complexity 

k-medoid 

time 

complexity 

5 5000 4000 

10 10000 5000 

15 15000 8000 

20 25000 10000 

 

Table 3: Space complexity when number of clusters varying 

No. of cluster k-means 

space 

complexity 

k-medoid 

space 

complexity 

10 500 7 

15 700 8 

20 900 9 

25 1100 12 

 

IV. CONCLUSION 
From the above investigation, it can be said  that partitioning based clustering methods are suitable for spherical 

shaped clusters in small to medium size data set. 

k-means and k-medoids both methods find out clusters from the given data. The advantage of k-means is its low computation 

cost,and drawback is sensitive to nosy data while k-medoid has high computation cost and not sensitive to noisy data. 

The time complexity of k means is O(i*k*m*n) and time complexity of k-medoid is O(ik(n-k)2. 
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