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Abstract:- This paper attempts to bring out a new PID control strategy to provide Optimized Control 

for a process. The proposed method has the advantage that it takes into account all the parameters 

variations associated with the process. The variations in the process parameters are modelled as a 

gaussian noise and an adaptive gaussian filter is placed in the feedback path. The adaptive gaussian 

filter in the feedback path adapts its filter coefficients based on a kalman estimation algorithm. This 

adaptive filter adapts so as to maintain the mean square error a minimum. The LQG (Linear Quadratic 

Gaussian) in Optimized Control is used in designing of the proposed strategy. The performance of the 

proposed controller is compared with existing adaptive control techniques also. The results validate the 

strength of the proposed strategy.  
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I. INTRODUCTION 
PID controllers have dominated the process control industry over the decades owing to its associated 

simplicity and easiness in implementation. The needs for better control strategies for process control in order to 

achieve better performance have always motivated research interests. The design of PID controllers, tuning 

involves selecting the amounts of Proportional, Integral and Derivative components required at the output of the 

controller. The design of the optimum values for the PID controller parameters has always been challenging. 

Many new tuning techniques have been developed for the design of PID controllers, however then still exists a 

scope for better tuning method. 

Alternatives for PID control have led to better-advanced control strategies. The fuzzy controllers and 

neural controllers are some of the results of this. However the combination of these different control strategies 

in process control is still to be explored.  

In the present work a combination of the control strategies in the control of a heat exchanger is 

explored [33]. A comparative study of the PID control strategies to control a heat exchanger is made [32]. The 

different control strategies are studied individually and also in combination, in controlling the process. The 

optimized control of the heat exchanger process is explored in this work [34]. The PID controllers used in the 

control are tuned using the conventional tuning methods of Zeigler- Nichols tuning and Cohen- Coon tuning. A 

mathematical model of the heat exchanger is developed and this is used in the study of the control strategy of 

the process. 

 

II. LITERATURE SURVEY 
In real world process control problems, among the varieties of controllers the PID mode has proved its 

outstanding identity. This research work progress from the base knowledge [3], „PID control system analysis 

and design‟.  

The transfer function of a PID controller is often expressed in the ideal form 
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Where U(s) is the control signal acting on the error signal E(s), KP is the proportional gain, TI is the 

integral time constant, TD is the derivative time constant, and s is the argument of the Laplace transform.  A PID 

controller can be considered as an extreme form of a phase lead-lag compensator with one pole at the origin and 

the other at infinity. Similarly, its cousins, the PI and the PD controllers, can also be regarded as extreme forms 

of phase lag and phase-lead compensators, respectively. However, the message that the derivative term 
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improves transient response and stability is often wrongly expounded. Practitioners have found that the 

derivative term can degrade stability when there exists a transport delay. Even though, for optimum performance 

KP, KI and KD have to be tuned jointly, knowledge about the impact of individual variation is a matter of interest. 

 

Table 1. Effects of independent P, I & D tuning on closed-loop response 

 Rise Time 
Overshoo

t 
Settling Time 

Steady-state 

Error 
Stability 

Increase KP Decrease Increase Small 

Increase 

Decrease Degrade 

Increase KI Small Decrease Increase Increase Large 

Decrease 

Degrade 

Increase KD Small Decrease Increase Decrease Minor 

Change 

Improve 

 

While matters concerning commissioning and maintenance (such as pre- and post-processing as well as 

fault tolerance) also need to be considered in a complete PID design. Controller parameters are usually tuned so 

that the closed-loop system meets the following five objectives: 

1. Stability and stability robustness, usually measured in the frequency domain 

2. Transient response, including rise time, overshoot, and settling time 

3. Steady-state accuracy 

4. Disturbance attenuation and robustness against environmental uncertainty [8], [10], often at steady 

state 

5. Robustness against plant modelling uncertainty [7], usually measured in the frequency domain. 

The methods adopted for tuning are heuristic method, frequency response method and analytical method. 

In [1], the narration includes design of neural net controller for nonlinear plants, synthesis of nonlinear 

controller, training of neural network controller [30] etc. It is hard to obtain satisfactory control results only by 

simple PID algorithm for process with distinct characteristics of nonlinear and strong stochastic disturbance. A 

parameter adaptive self-tuning algorithm has certain requirements for the precision of system models, because 

its parameter adaptive of self-tuning are based on identification of controlled system model. If the model has 

distinct characteristics of nonlinear, it will lead to long span of calculation and heavy costs of hardware. 

Advanced Process Control (APC) algorithm designs a neural net controller for nonlinear plants, to resolve the 

above problems through the following stages. 

Synthesis of linearized model of nonlinear plants around relevant operating points is followed by 

synthesis of linear optimal control law using Generalized Predictive Control (GPC) algorithm. The neural 

network controller training is done depending on the data samples thus obtained [31]. The neural network 

controller is trained by a series of training samples produced by time varying linear controller combining with 

input/output samples of the original nonlinear process [21].  

The training algorithm is similar to back propagation algorithm used in modelling of neural network 

[35]. But the training algorithm uses the error between output of time varying linear controller and output of 

neural net controller to adjust the neural net weight factor in order to obtain the object of learning and training. 

[2], describes a scheme of performance-adaptive PID controllers. According to the proposed control scheme, the 

output prediction error is monitored regularly and system identification is initiated if this error exceeds a user-

defined threshold. 

Most over damped processes can be sufficiently well approximated by a first-order system with a time-lag 

element as follows: 

(1.2)             e   
Ts + 1

K
  =  G(s) Ls-

 
Where K, T and L denotes the system gain, the time-constant and the time-lag respectively. 

The controlled object is given by the following equation: 

(1.3)         e   
100s + 1

0.5
  =  G(s) 45s-

 
The discrete-time model corresponding to the above equation is considered, where the sampling 

interval is           Ts = 10.0[s], and this system is disturbed by Gaussian white noise with mean and variance 

0.001.  

The method proposed in this paper is experimented on a First Order Lag Plus Delay (FOLPD) process. 

This is justifiable since over 80% of the industrial processes can be approximated as an FOLPD process. The 

process performance parameters have also been shown in the result. In the present work we also try our possible 

control strategy on the same process and compare the results thus obtained with the results outlined in the paper. 



Optimized Controller Using LQG Approach for A Nonlinear Process 

10 

The combination of PID and fuzzy controller is expected to give better results. [4], focus on the experienced 

results of Simple Tuning Algorithm (STA) for fuzzy controllers. The fuzzy controllers have only one variable to 

be adjusted to achieve optimum performance, in contrary to PID controller, which has 3 parameters to be 

adjusted to achieve the same optimum performance. The real strength of PID controller is its simplicity to 

understand, explain and implement. But the fluctuations in environmental conditions and the disturbances add 

complexity to the controller design.  

The tuning of fuzzy controller is a heuristic work and sometimes becomes overwhelming to find the 

optimal parameters. The tuning process of PID controllers using Ziegler-Nichols method is more complex than 

the above. But applying STA for tuning fuzzy controllers facilitates flexibility to the tuning process, since STA 

needs only the tuning factor to do it.  

In conclusion, fuzzy controller tuned through STA is viable and effective, hence can replace PID controllers [25] 

in real world applications. [5] deals with fuzzy PID controller proposed by incorporating all the merits of both 

fuzzy and auto tuning PID controls. In recent years, the auto tuning methods for classical PID controller 

structures, were utilizing phase and gain margin, as they are important measures of closed loop system 

characteristics. The tuning method in [5] is also similarly based on phase and gain margin and these two are 

determining the parameters of a fuzzy-PID controller [24].  

The proposed fuzzy PID controller is a fuzzy system that implements a multimode controller, where all 

the component controllers are of fuzzy self-adjusting PID kind. The practical running result of the proposed 

method in [5], possess characteristics of reasonable design, operating convenience, quick response, better 

stability, enhanced adaptability, robustness to process, small commissioning time and reduced debugging time.  

In [6], architecture of neuro fuzzy controller, its learning and decision making mechanism and practical 

implementation aspects are organized. Satisfactory control of industrial process sometimes fails due to lack of 

suitable process models or its inaccuracy or complexity. In [6], the proposed fuzzy controller building technique 

is particularly effective in dealing with or based on linguistic, qualitative and rule based control strategy.  

The proposed technique formulates the knowledge combining artificial neural network with fuzzy logic 

resulting in neuro fuzzy structure. In other words, the proposed method utilizes artificial neural networks as 

tools in fuzzy models, yielding fuzzy neural network. In [6], industrial controller designed with neuro fuzzy 

model is based on Sugeno-type fuzzy inference. The fuzzy system employed as the controller can be tuned itself 

by the neural network mechanism based on gradient descent technique. The controller is implemented with M-

file and Graphic User Interface (GUI) of Mat lab program. From the practical comparison results, the proposed 

controller performance is more robust than the PID systems. 

 

III. PROPOSED METHOD 
In usual process control strategies the set point of specific controller employed define the desired level 

of the process output variable. But in dealing with highly sophisticated process control, where much stability 

and accuracy are expected, probably perturbations may interfere and disturb the output variable. This 

disturbance is caused as the perturbations are getting fed back through the error detector to the controller. 

Generally extreme stability of the controller parameters is appreciable, as the parameter drift may also disturb 

the output variable. Hence the optimization of the controller is significant. It enhances stability over parameters 

and makes the system ultimately immune to perturbations. The resulting system can be viewed as a sort of 

adaptable control methodology. The goal is accomplished by employing an extra controller, obligated to nullify 

the external interferences and parameter drifts. It is obvious from the furnished schematic representation that the 

extra controller is in the feedback loop [29]. 

 
Fig. 1. Schematic Diagram of the proposed method 

 

The first controller establishes the administration over the set point variation, whereas the later one 

takes care of the external interferences. A combinational approach of controllers like PID is apt for the first one 

and a neural control manipulation is suitable for the latter one [14]. Random noise such as Gaussian or white 

noise, which is considered to be the models of the parameter variations and perturbations, are applicable to 

realize the optimization.  
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When moving towards the hypothesis testing, both the controllers are supposed to be PID controllers 

[26], [27], band limited white noise as the disturbance and the process as a first order lag plus delay (FOLPD) 

one [15], [23]. A first order lag plus delay process is appreciable because every industrial process can be easily 

approximated to an FOLPD process [22], [28]. Manipulative analysis of the response of the resultant makes it 

obvious that the perturbations cannot be suppressed beyond an extent. The SIMULINK block realization is as 

pictured below. 

 
Fig. 2. Simulink Block Diagram of the Proposed Method 

 

The above pointed intrications lead to think about other common strategies of robust control. They are 

1. Linear Quadratic Regulator (LQR) and  

2. Linear Quadratic Gaussian (LQG) 

The linear quadratic regulator included in the feedback minimize mean square error e
2
(t), when its 

coefficients are designed appropriately. Mean square error is a derived variable of the error signal to the 

controller e(t). The response of LQR corresponding to heavy and fast variations in the process output is much 

poor and the same may not effectively serve the purpose of a totally robust controller [12].  

But linear quadratic gaussian (LQG), a cascaded of linear quadratic regulator and a filter, quite 

effectively nullify variations in the form of gaussian noise. The filter is a Kalman filter with its coefficients 

adaptive. This adaptation is done so as to make the reference signal equal to the actual signal, making the error 

zero. More technically the robust controller like this includes a PID controller and a LQG. In order to validate 

the performance a band limited white noise has been probably applied. The implementation of the system is 

done using Kalman filter adapted using a Least Mean Square algorithm and the schematic of the same is 

furnished below. 

 
Fig. 3. Optimal Controller which includes a PID and a LQG filter in the feedback path 

 

Apart from the above, in order to validate the performance, instead of a band-limited white noise, the 

system can be simulated with random noise for different samples, quite satisfactorily. However the noise is 

prevalent, the above strategy make the system adapt itself keeping the noise well below the settling threshold, 
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without becoming significant, much below 2% or 5% of the peak over shoot. The SIMULINK block 

representation is as follows. 

 
Fig. 4. Optimal Controller with a PID controller, a LQG filter and a Gaussian Noise 

 

Adaptive control involves modifying the control law used by a controller to cope with the fact that the 

parameters of the system being controlled are slowly time varying or uncertain [11]. For example, as an aircraft 

flies, its mass will slowly decrease as a result of fuel consumption; we need a control law that adapts itself to 

such changing conditions. Adaptive control is different from robust control [9] in the sense that it does not need 

a priori information about the bounds on these uncertain or time-varying parameters; robust control guarantees 

that if the changes are within given bounds the control law need not be changed [13], while adaptive control is 

precisely concerned with control law changes. Such an adaptive control scheme, put forth, is as follows. 

 
Fig. 5. Adaptive Control 

 

IV. EXPERIMENTATION RESULTS 

At the initial stages of this venture, an extra controller meant to nullify the parameter drift was 

introduced and which was probably suggested to be a PID type [16]. For the hypothesis testing, approximated 

the process as a first order lag plus delay one and tried to establish the control with complex PID mode with 

band limited white noise simulation [19].  
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When the process was conveniently approximated to first order lag plus delay one, band limited white 

noise effectively modelled the parameter variations. Apart to parameter drifts, band limited white noise is a 

symbolic of probable noise interference also. 

 
Fig. 6. Noise modelled as a result of the parameter variations 

 

Disturbance at the output end of process is usually caused, as the perturbations are getting feedback to. 

Means noise is overlapping the feedback signal [20]. The feedback signal thus obtained, with noise signal added, 

when examined, is as given in the diagram. 

 
Fig. 7. Feedback signal with noise added 

 

The integrated view of the above discussions and technical approaches end at simulated result of first 

order lag plus delay process with PID controller in the feedback path [17], [18]. It is lucid in close examination 

of response that noise is prevalent, dominating and cannot be suppressed at all. 

 

 
Fig. 8. Simulated result of an FOLPD process with two PID controllers 
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In the spectral analysis of response with PID controller, it is noticeable that the ripples have acquired 

comparatively significant magnitudes and the attenuation fails beyond an extent. The spectral response is 

pictured like, 

 

 
Fig. 9. Spectrum of output without LQG 

 

The LQG, when introduced in the feedback signal proves its identity, nullifying variations in the form 

of gaussian noise. To validate the performance of this robust controller, hardwired with a PID and a LQG, a 

band-limited white noise, is probably employed. The robustness in all the sense is easy to be examined from the 

response shown, 

 
Fig. 10. Simulated result of an FOLPD process with LQG filter in the feedback path 

 

In contradictory to spectrum of output with PID, the reduction in harmonics is appreciable in spectrum 

of output with LQG. It may be noted that the ripples in the output end could effectively be suppressed making 

its magnitude comparatively minimal or attenuated. The facts above mentioned can be experienced from the 

diagram. 

 
Fig. 11. Spectrum output with LQG, which reveals the reduction in harmonics 
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To enhance the efficacy of performance analysis, the band limited white noise can be substituted by a 

random noise signal. This is being done to make the system irritable to any characteristic noise. Even though the 

system is adapting itself, the noise is prevalent; however it is well below setting threshold. It is perspective in 

the figure below that the noise is only 2% or 5% of peak overshoot.  

 
Fig. 12. Simulated result of an FOLPD process with LQG filter and random noise in the feedback path 

 

In order to verify whether an adaptive control can have the entire range of benefits of the proposed 

strategy, an adaptive control system based on MIT rule has to be simulated. The adaptation of adaptive control 

shown, can be commented like, after few cycles of the input the output tracks the input due to the adaptive 

action. 

 
Fig. 13. Adaptation of the Adaptive Control 

 

To get convinced with the fact that adaptive controller is quite inadequate to adjust to the parameter 

variations of the system, just a glance over the pictured representation of noise super imposed over the output of 

adaptive control, which is furnished below, is enough. 

 
Fig. 14. Noise in the output of Adaptive Control 
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V. CONCLUSION 
This paper proposes an advanced control strategy is proposed which brings out a new method for 

optimized control. The proposed method has been studied using different schemes. Also the validity of the 

method determined. The proposed strategy has been implemented using a LQG filter in order to obtain better 

performance. A comparative study of the proposed strategy and MIT rule based adaptive control system is also 

carried out. The strategy has been simulated using SIMULINK for a first order lag plus delay process. 
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