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Abstract:-Extracting Sentiment Extraction is a relatively nascent field of research fuelled by the 

growing ubiquity of the Internet coupled with the huge volume of data being generated in it in 

the form of review sites, web logs and wikis. Extracting sentiments from unstructured text has 

emerged as an important problem in many disciplines. An accurate method wouldenable It so happens 

that over eighty percent of data on the Internet is unstructured and is available from feedback fields 

in survey, blogs, wikis and so on. This huge volume of data might possess potential profitable 

business related information, which when extracted intelligently and represented sensibly, can be a 

mine of gold for a management‟s R&D, trying to improvise a product based on popular public 

opinion. Bayesian algorithm that is able to capture the dependencies among words, and at the same 

time, finds a vocabulary that is efficient forthe purpose of extracting sentiments. Our findings suggest 

that sentiments are captured by conditional dependence relations 

 

I. INTRODUCTION 
Sentiment Extraction (SE) deals with the retrieval of the opinion or mood conveyed in a block of 

unstructured text in relation to the domain of the document being analyzed. The extraction is performed in 

steps. 

1)  At the lowest level, we have rating words such as adjectives or adverbs that play a key role in 

determining polarity of a sentence. Examples of positive rating words include “good”, “awesome”, “excellent” 

and so on. At the other end of the spectrum, we have words expressing negative sentiment such as 

“bad”,”poor”,”abomination” and so on. 

2)   At the next level, we have contextual polarity of the rating word that takes into account local 

modifiers that precede or succeed the rating word. 

3)  At the highest level, these rating words are attached to some entitiy, typically the subject of some 

discussion. 

a)  As a complete example, in the sentence “The gouda was abysmal”, the entity is “gouda” and a negative 

sentiment is being expressed about this entity. 

 

II. KEY CHALLENGES 
Most of the challenges pertaining to SE arise from the vagaries of natural language. Some critical 

challenges that people face in this domain are elucidated below. 

1)  Most of the approaches depend on a rating word in determining sentiment of a phrase. But cases 

exist where phrases express contextual sentiments without a rating word being used. For example, consider the 

sentence “Steve Waugh is not a cricketer but can be a peanut seller”. The sentence conveys a strong negative 

senti- ment but no rating words have been used. 

2)  Sarcasm might be intended but might not be interpreted, leading to terribly wrong results. For example, 

consider the phrases “Terrorists are really nice guys. They rid the innocent of their pains and send them to the 

lotus feet of god”. The example shows a phrase that will anchor terrorists with a positive polarity, a complete 

irony! 

3)   Synonym databases and lexicons are never exhaustive and tend to give out of context results, a direct 

consequence of the underlying complexity involved in natural language. 

4)  Double negations can lead to unexpected results that are seldom accounted for. As an example, the 

statement “It ain‟t no good” conveys a negative sentiment inspite of the double negation. 

5)   Anaphora resolution, i.e., attaching pronouns to nouns is an important challenge in the SE domain. 

6)  The most important problem is that the process of sentiment extraction is not generic but highly 

domain specific. The lexicons and other linguistic resources used should be domain relevant in order to get 

meaningful results. In addition, these should constantly be tweaked (probably with machine learning 

techniques) to be in tune with newer developments in the concerned domain. 

7)   There exists the problem  of  subjectivity  and  neutral texts. One must have detectors to remove 

portions of texts which do not convey any sentiments to improve accuracy of the engine. 

8)   A major problem lies in quantifying the polarities of the rating words, intensifiers, negators and the 
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computed sentiment. The scale of polarity adapted and the math- ematical results that follow from 

computations have to be mapped to something significant and tangible to the end user. 

9)  A significant factor to be noted is that entities are generally recognized from statistical machine 

learning algorithms which just give out probabilistic results. Therefore there are good chances of a phrase 

being tagged with a wrong or an out of context entity. 

 

III.   DEVELOPMENT OF LINGUISTIC RESOURCE 

Sentiment related properties are well defined in appraisal theory which is a framework of Linguistic 

resources for describing how writers and speakers express inter-subjective and ideological 

positions. However, most researches for developing linguistic resources have focused on determining three 

properties: subjectivity, orientation, and strength of term attitude. For example, „good‟, „excellent‟, and „best‟ 

are positive terms while „bad‟, „wrong‟, and „worst‟ are negative terms. „Vertical‟,‟ yellow‟, and „liquid‟ are 

objective terms. „Best‟ and „worst‟ are more intense than „good‟ and „bad‟. There are four major approaches in 

developing linguistic resources for OM: the conjunction method, the point wise mutual information (PMI) 

method, the WordNet exploring method, and the gloss classification method. 

 

3.1 Conjunction Method 

The work presented in is the first attempt to automatically develop linguistic resources for opinion 

mining. The approach relies on an analysis of textual corpora that correlates linguistic features or indicators 

with semantic orientation. The authors 

Demonstrated that conjunctions between adjectives provide indirect information about orientation, based on the 

hypothesis that “The conjoined adjectives and conjunctions usually have similar orientation, though „but‟ is 

used with opposite orientation.”Their system identifies and uses this indirect information in the following steps: 

First, all conjunctions of adjectives are extracted from the corpus along with relevant morphological relations. 

And then, a log-linear regression model combines information from 

different conjunctions to determine if each of the two conjoined 

Adjectives is of the same or different orientation. The result is a graph with hypothesized same- or 

different-orientation links between adjectives. Here, clustering algorithm that separates the adjectives into two 

subjects of different orientation is applied. It places as many words of the same orientation as possible into the 

same subset. Finally, the average frequencies in each group are compared and the group with the higher 

frequency is labeled as positive. Through this approach, decisions on individual words are aggregated to 

provide decisions on how to group words into a class and whether to label the class as positive or negative. 

Thus the overall result can be much more accurate than the individual indicators. 

 

3.2 PMI Method 

PMI is a measure of association used in information theory and statistics. This can be defined as the 

following equation 1 which shows the co-occurrence probability of each term x, y. The log of this ratio is the 

amount of information that we acquire about the presence of one of the words when we observe the other. 

 

PMI(x,y)=log2 N  P(x,y)/P(x) P(y)  -------- (1) 

 

There are several works that tries to develop sentiment related properties of words by means of PMI. 

Turney and Littman  tried to develop the term orientation of words by using PMI. Their approach is based on 

the hypothesis that terms with similar orientation tend to co-occur in documents.The Semantic Orientation (SO) 

of a term is estimated by combining a PMI measure of the term against some paradigmatic terms. In their 

attempt, modified PMI was measured using the number of results returned by the AltaVista search engine with 

NEAR operator. 

 

PMI(t,ti)=log2 N  hits( t NEAR ti))   ----------(2) 

  # (t)#( ti) 

Where, 

 t is the target term   and ti is a paradigmatic term. 

 

Using the modified PMI, semantic orientation of the target term was estimated to the score SO(t) as shown in 

equation 3, 

SO(t)= Σ  PMI(t,ti)- ΣPMI(t,ti) -----------(3) 

          ti ∈Pos                              ti ∈Neg 

A term t is classified as having a positive semantic orientation when SO(t) is positive and a negative 

orientation when SO(t) is negative. The absolute value of SO(t) can be considered the strength of the semantic 
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orientation.Their experiments show that conjunction method makes more efficient use of corpora than PMI 

method, but the advantage of PMI is that it can easily be scaled up to very large corpora, where it can achieve 

significantly higher accuracy.  

 

IV. SENTIMENT CLASSIFICATION 
Sentiment classification is the process of identifying the sentiment - or polarity - of a piece of text or a 

document. In this section, we present three methods only for classifying reviews as positive or negative 

 

4.1 Machine Learning Methods 

The machine learning method is the most commonly used method for topic-based text classification 

and it has been applied for sentiment classification as well. Document-level polarity classification can be 

considered to be a special case of text categorization with sentiment-based, rather than topic-based,categories. 

Pang, Lee, and Vaithyanathan applies standard machine learning classification techniques for classifying the 

sentiment of a document. They refer to such classification techniques as default polarity classification. 

Classification techniques they use include Naïve Bayes, Maximum Entropy, and SVM. Also, standard bag-of-

features framework is used to implement these machine learning algorithms on sentimental 

Elements. Pang and Lee further improves sentiment classification by removing objective sentences  They 

developed a subjectivity detector that determines whether each sentence is subjective or not, and then discards 

the objective ones so that it would be applicable to a default polarity classifier.Whitelaw et al. applies the 

appraisal theory to the machine learning approaches of Pang and Lee. In order to express an appraisal, they 

define a structure that encompasses the appraisal.An appraisal is composed of four elements: attitude, 

graduation,orientation and polarity. By constructing appraisal resources manually, they were able to improve 

the classification accuracy.Machine learning method characteristically uses bag of features along with the pos 

tagging method. There is no need for prior 

polarity dictionary though a learning phase is needed. 

 

V. RELATED WORK 
The  current  state  of  the  art  techniques  in  Sentiment Extraction typically employ classification 

algorithms from Data Mining and Ma- chine Learning in order to anchor sentiment to unstructured text. 

Typical approaches are either lexicon based (and hence domain specific with little scalability) or learning 

based (and hence domain independent but performance is contingent upon availability of quality training data). 

Classification approaches typically employ Bayesian methods while learning based approaches include Hidden 

Markov Models and Support Vector Machines. Related Work on Sentiments The problem of sentiment 

extraction is also referred to as opinion extraction or semantic classification in the literature. A related problem 

is that of studying the semantic orientation, or polarity, of words as defined by Osgood et al.  Hatzivassiloglou 

and McKeown built a log-linear model to predict the semantic orientation of conjoined adjectives using the 

conjunctions between them. Huettner and Subasic hand-crafted a cognitive linguistic model for affection 

sentiments based on fuzzy logic. Das and Chen used domain knowledge to manually construct lexicon and 

grammar rules that aim to capture the “pulse” of financial markets as expressed by on-line news about traded 

stocks.  Dave et al. categorized positive versus negative movie reviews using support 

Vector machines on various types of semantic features based on substitutions and proximity, and 

achieved an accuracy of at most data from Amazon and Cnn.Net. Last, Liu et al. proposed a framework to 

categorize emotions based on a large dictionary of common sense knowledge and on linguistic models. 
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