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Abstract:- Conventional association rules mining cannot satisfy the demands emerging from certain real 

applications. By regarding the diverse values of distinct items as utilities, utility mining concentrates on 

discovering the itemsets with high utilities. In recent times, high utility pattern mining is one of the most 

significant research issues in data mining because of its ability to account for the non-binary frequency values of 

items in transactions and diverse profit values of each item. In this paper, we have presented an efficient tree 

structure for mining of high utility itemsets. At first, we have developed a novel utility frequent-pattern tree 

structure, an extended tree structure for storing crucial information about utility itemsets. Then, we have utilized 

the pattern growth methodology for mining the complete set of utility patterns. The efficiency of the high utility 

itemsets mining is achieved with two major concepts: 1) a large database is compressed into a smaller data 

structure as well as the utility FP-tree avoids repeated database scans, 2) our proposed FP-tree-based utility 

mining utilize the pattern growth method to avoid the costly generation of a large number of candidate sets in 

which it dramatically reduces the search space. Experimental analysis is carried out on our mining trees 

structure concept using different real life datasets. The performance evaluation of our proposed approach is 

efficient in mining high utility itemsets.  
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1.     INTRODUCTION 
Data mining can be regarded as an algorithmic process that takes data as input and yields patterns, such 

as classification rules, itemsets, association rules, or summaries, as output [4]. For example, frequent itemsets 

can be discovered from market basket data and used to derive association rules for predicting the conditional 

probability of the purchase of certain items, given the purchase of other items [1, 2, 3]. Mining frequent patterns 

in large transactional databases is a highly researched area in the field of data mining. The different existing 

frequent pattern discovering algorithms suffer from various problems regarding the computational and I/O cost, 

and memory requirements when mining large amount of data [14]. Frequent pattern mining discovers patterns in 

transaction databases based only on the relative frequency of occurrence of items without considering their 

utility [18]. For many real world applications, however, utility of itemsets based on cost, profit or revenue is of 

importance. The utility mining problem is to find itemsets that have higher utility than a user specified 

minimum. Unlike itemset support in frequent pattern mining, itemset utility does not have the anti-monotone 

property and so efficient high utility mining poses a greater challenge [19]. 

 An emerging topic in the field of data mining is Utility Mining. The main objective of Utility Mining is 

to identify the itemsets with highest utilities, by considering profit, quantity, cost or other user preferences. 

Mining High Utility itemsets from a transaction database is to find itemsets that have utility above a user-

specified threshold. Itemset Utility Mining is an extension of Frequent Itemset mining, which discovers itemsets 

that occur frequently. In many real-life applications, high-utility itemsets consist of rare items [13, 26, 27, 28, 

29]. Rare itemsets provide useful information in different decision-making domains such as business 

transactions, medical, security, fraudulent transactions and retail communities. For example, in a supermarket, 

customers purchase microwave ovens or frying pans rarely as compared to bread, washing powder, soap. But 

the former transactions yield more profit for the supermarket. Similarly, the high-profit rare itemsets are found 

to be very useful in many application areas [12]. A retail business may be interested in identifying its most 

valuable customers i.e. who contribute a major fraction of overall company profit [11]. 

Frequent pattern mining techniques treat all items in the database equally by taking into consideration 

only the presence of an item within a transaction. However, the customer may purchase more than one of the 

same item, and the unit price may vary among items. High utility pattern mining approaches have been proposed 

to overcome this problem. As a result, it becomes a very important research issue in data mining and knowledge 

discovery. On the other hand, incremental and interactive data mining provides the ability to use previous data 

structures and mining results in order to reduce unnecessary calculations when the database is updated, or when 
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the minimum threshold is changed. Most of the frequent pattern mining algorithms, including Apriori [1, 2, 3], 

FP-growth [6], H-mine [8], and OP (OpportuneProject) Algorithms [10], mine all frequent itemsets. These 

algorithms have good performance in case that the pattern space is sparse and the value of support threshold is 

set high. However, when the value of support threshold drops low, the number of frequent itemsets goes up 

dramatically, and the performance of these algorithms deteriorates quickly because of the generation of a huge 

number of patterns.   

One of the currently fastest and most popular algorithms for frequent item set mining is the FP-growth 

algorithm [6]. It is based on a prefix tree representation of the given database of transactions (called an FP-tree), 

which can save considerable amounts of memory for storing the transactions. The basic idea of the FP-growth 

algorithm can be described as a recursive elimination scheme: in a preprocessing step delete all items from the 

transactions that are not frequent individually, i.e., do not appear in a user-specified minimum number of 

transactions. Then select all transactions that contain the least frequent item (least frequent among those that are 

frequent) and delete this item from them. Recurse to process the obtained reduced (also known as projected) 

database, remembering that the item sets found in the recursion share the deleted item as a prefix. On return, 

remove the processed item also from the database of all transactions and start over, i.e., process the second 

frequent item etc. In these processing steps the prefix tree, which is enhanced by links between the branches, is 

exploited to quickly find the transactions containing a given item and also to remove this item from the 

transactions after it has been processed [5, 19].  

 In this paper, we have designed an efficient tree structure for mining the high utility itemsets 

efficiently. Here, we have proposed a novel utility FP- tree, an extended tree structure for storing essential 

information about utility frequent patterns. In addition to, we have utilized the mining technique used in the 

standard FP-growth algorithm for mining the complete set of utility patterns. The efficiency of the high utility 

pattern mining is realized by considering the two important thoughts. One is, a large database is compressed into 

a compact data structure as well as the FP-tree avoids repeated database scans and the other one is our proposed 

FP-tree-based utility mining utilizes the pattern growth method to avoid the costly generation of a large number 

of candidate sets in which it dramatically reduces the search space. The experimentation is carried out on 

different datasets in order to find the efficiency of the proposed approach in mining of high utility itemsets when 

compared with the standard FP-Growth algorithm.  

The rest of the paper is organized as follows: a brief review of the recent related research is presented 

in Section 2. The proposed methodology for mining of high utility itemsets is provided in Section 3. The 

experimental results of the proposed approach on different datasets are given in Section 4. Finally, the 

conclusions are summed up in Section 5.  

 

LITERATURE SURVEY 
Numerous researches are available in the literature to perform the mining of frequent pattern based on 

the utilities. In recent times, developing approaches for utility based pattern mining has gained enormous 

importance in real life applications. A brief review of some of the recent significant research is presented here.  

Jianying Hu and Aleksandra Mojsilovic [21] have presented an algorithm for frequent item set mining 

that identifies high-utility item combinations. In contrast to the traditional association rule and frequent item 

mining techniques, the goal of the algorithm is to find segments of data, defined through combinations of few 

items (rules), which satisfy certain conditions as a group and maximize a predefined objective function. They 

formulated the task as an optimization problem, presented an efficient approximation to solve it through 

specialized partition trees, called High-Yield Partition Trees, and investigate the performance of different 

splitting strategies. The algorithm has been tested on “real-world” data sets, and achieved very good results. Yu-

Chiang Li et al. [23] have proposed the Isolated Items Discarding Strategy (IIDS), which can be applied to any 

existing level-wise utility mining method to reduce candidates and to improve performance. The most efficient 

known models for share mining are ShFSM (Fast share measure) and DCG (Direct Candidates Generation), 

which also work adequately for utility mining as well. By applying IIDS to ShFSM and DCG, the two methods 

FUM and DCG+ were implemented, respectively. For both synthetic and real datasets, experimental results 

revealed that the performance of FUM and DCG+ was more efficient than that of ShFSM and DCG, 

respectively. 

Guo-Cheng Lan and Vincent S. Tseng [24] proposed a kind of pattern named Chain-Store High Utility 

Pattern that contains not only individual profit and quantity of items but also common selling periods and stores 

of items in a multi-stores environment. Moreover, they proposed a method named CS-Mine (Chain-Store High 

Utility Pattern Mine) for discovering the patterns efficiently. The CS-Mine algorithm needs only to scan the 

database twice and it can effectively filter out a large number of unnecessary itemsets with the filtration 

mechanism.  Through a series of experiments, the method was shown to deliver excellent performance under 

varied system conditions. Hong Yao and Howard J. Hamilton [25] have proposed a utility based itemset mining, 

which permits users to quantify their preferences concerning the usefulness of itemsets using utility values. The 
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usefulness of an itemset was characterized as a utility constraint. That is, an itemset is interesting to the user 

only if it satisfies a given utility constraint. They showed that the pruning strategies used in previous itemset 

mining approaches cannot be applied to utility constraints. Two algorithms for utility based itemset mining are 

developed by incorporating these pruning strategies. The algorithms were evaluated by applying them to 

synthetic and real world databases. Experimental results showed that the algorithms were effective on the 

databases tested. 

Chun-Wei Lin et al. [17] have proposed the high utility pattern (HUP) tree for utility mining. They 

further handle the problem of maintaining the HUP tree in dynamic databases. A HUP maintenance algorithm 

has been proposed for efficiently handling new transactions. The algorithm can reduce the cost of re-

constructing the HUP tree when new transactions are inserted. Experimental results also showed that it indeed 

executes faster than the batch maintenance algorithm and generates nearly the same tree structure as the batch 

one. The maintenance algorithm can thus achieve a good trade-off between execution time and tree complexity. 

Chowdhury Farhan Ahmed et al. [16] have proposed a tree-based candidate pruning technique HUC-Prune 

(high utility candidates prune) to efficiently mine high utility patterns without level-wise candidate generation-

and-test. It exploits a pattern growth mining approach and needs maximum three database scans in contrast to 

several database scans of the existing algorithms. Extensive experimental results showed that the technique was 

very efficient for high utility pattern mining and it outperforms the existing algorithms. 

There are many algorithms for mining high utility itemsets by pruning candidates based on estimated 

utility values, and based on transaction-weighted utilization values. These algorithms aim to reduce search 

space. Besides, candidate pruning based on transaction-weighted utilization value is better than other strategies. 

Bac Le et al. [9] have proposed TWU-Mining, an algorithm based-on WIT-tree for improving the cost of time 

and search space. Experiments showed that the algorithm was more effective on the testing databases. 

Chowdhury Farhan Ahmed et al. [22] have proposed a tree structure, called IIUT (incremental and interactive 

utility tree), to solve the problems together. It uses a pattern growth mining approach to avoid the level-wise 

candidate set generation-and-test problem, and it can efficiently capture the incremental data without any 

restructuring operation. Moreover, IIUT has the "build once mine many" property and therefore it is highly 

suitable for interactive mining. Experimental results showed that the tree structure is very efficient and scalable 

for incremental and interactive high utility pattern mining. 

 

3. PROPOSED METHODOLOGY FOR MINING OF HIGH UTILITY ITEMSETS 

3.1 Problem description 

The problem of mining utility itemsets is discussed in this subsection and some basic definitions are 

also described as follows. Let },...,,{ 21 miiiI  be a set of items and },...,,{ 21 ntttD  be a transaction 

database where the items of each transaction it  is a subset of I . The utility of item pi  in transaction qt , 

denoted by ),( qp tiU  is defined as )(),( pqp iEutiIu  . Let an itemset X be a subset of I . The utility of 

X  in transaction qt , denoted by ),( qtXU  is defined as  


Xi qpq
p

tiUtXU )(),( . The task of high 

utility mining is to find all items that have utility above a user-specified min_utility. Since utility is not anti-

monotone, the concept of Frequency Weighted Utility )(FWU is used to prune the search space of high utility 

itemsets.  

Definition: The internal utility or local transaction utility value ),( qp tiIu represents the quantity of item pi in 

transaction qt . The external utility )( piEu is the unit profit value of item pi .  Definition: Utility ),( qp tiU is 

the quantitative measure of utility for item pi in transaction qt defined by )(),(),( pqpqp iEutiIutiU  .  

Definition: The utility of an itemset X  in transaction qt , ),( qtXU , is defined by 






Xpi

qpq tiUtXU ),(),( ; where  kiiiX ,....., 21 is a k-itemset, qtX  and mk 1 .  

3.2. Proposed Algorithm for Mining High Utility Itemsets 

The frequent pattern Mining problem does not take into account the quantity or an associated weight 

such as price or profit of an item but it represents only the occurrence of each item in a transaction by a binary 

value. But, quantity and weight are important factors for solving real world decision problems that intends to 

maximize the utility of an organization. Hence, all itemsets that have utility value greater than a user specified 

minimum utility value are identified by high utility itemset mining. Both local transaction utility and external 

utility contribute to the utility of an item. Identifying high utility item sets which drive a major share of the 
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overall utility is the objective of utility mining [20]. High utility pattern mining approaches have been proposed 

to overcome this problem. As a result, it becomes a very important research issue in data mining and frequent 

pattern mining. In this paper, we have presented an efficient approach for mining the high utility itemsets from 

the utility FP-tree structure. The procedure used for mining high utility items is demonstrated by two important 

steps. 

1. Construction of utility FP-tree 

2. Mining of high utility itemsets from  utility FP-tree 

 

1. Construction of utility FP-tree 

In general, the construction of the FP-tree and the mining patterns from the FP-tree are the major 

important steps in the frequent pattern tree algorithm. Similar way, the proposed approach also contains these 

two steps, where the utility FP-tree is constructed using the frequency weighted utility rather than the frequency 

value. In addition to, the mining process utilized pattern growth methodology, where the support is computed 

based on the frequency weighted utility rather than the frequency. In this section, we describe the construction 

process of our proposed utility FP- tree structure based on the frequency weighted utility. For the discussion of 

the proposed algorithm, we have explained with a simple example to easily understanding the entire step 

including tree construction and mining process. Table 1 provides an example of a transaction database and Table 

2 gives the unit profit for each item belonging to the transaction database.  

 

Table 1. Example of a transaction database 

Item 

TID 
A B C D 

01 2 1 0 1 

02 3 0 2 0 

03 0 3 2 0 

 

Table 2. Example of a utility table 

Item Profit ($) 

A 2 

B 1 

C 5 

D 1 

 

Step 1: Ordering of transaction 

Before the construction of the FP-tree, the ordering of the transaction is important, since each path of 

the FP-tree follows it. Here, the ordering is mainly depends on the frequency weighted utility FWU of an item. 

At first, the items are sorted out in descending order for each transactions based on the frequency weighted 

utility value and the items which are less than the minimum utility value min_util is removed from the 

transactions. Definition: Frequency-weighted utility FWU of an item pi , denoted by )( piFWU , is 

computed using the transaction frequency )(TF , transaction weightage and the external utility. 

F

iii

p
U

EUTWTF
iFWU

ppp )()()(
)(


  

Definition: The transaction frequency of an item 
)( piTF denotes the actual number of occurrences of pi  in all 

the transactions. Definition: Transaction weightage 
)( pi

TW is defined as the overall quantity of the item pi  in 

all transactions. Definition: Utility factor FU is the overall sum of the profit of each items presented in the 
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database. Definition: If pi  is said to be a frequency weighted utility item, it should satisfy the condition, 

min_utiliFWU p )( .  

Example:  Let us consider the items present in table 1. An item „A‟, the FWU is computed as follows: the 

)( piTF of an item „A‟ is 2, the )( pi
TW is 5 and the profit records for that item is 2. Also, the total profit value, 

called utility factor is found out by 9 in this case. Now, )(ATWU = 2.22, )(BTWU = 0.77, )(CTWU = 4.44 

and )(DTWU = 0.11. In this case, we have taken the min_util value as 0.3 and choose the items which are 

greater than the min_util value. Based on these computed utility values, the items are re-ordered. The 

transactions with sorted items are taken out for illustrating the construction of the utility FP-tree. The ordered 

transactions are shown in table 3. 

 

Table 3. The ordered transactions with sorted large items 

TID Frequent Items 

01 A B 

02 C A 

03 C B 

 

Step 2: Inserting of transactions into utility FP-tree 

In this step, the utility FP-tree is constructed by inserting the ordered transactions so that it only 

necessitates two scans on the transaction database as well as works in a divide and conquer way. In the first 

scan, the proposed algorithm generates the 1-length frequent weighted utility items based on the frequent 

weighted utility measure. In the second scan, the transaction database is compressed into a utility FP- tree. The 

utility FP-tree is a tree structure which is defined as follows, 

 Utility FP-tree consists of one root labeled as a “root” node and a set of item prefix sub-trees as the 

children of the root, and a utility-item header table. 

 The nodes present in the item prefix tree consist of three fields: i) item-name, ii) frequency weighted 

utility value and iii) node-link. The item-name records the item present in the node, frequency weighted utility 

value records the utility measure represented by the portion of the path reaching this node, and node-link links to 

the next node in the utility FP-tree carrying the same item-name, or null if there is none. 

 

Example: The insertion of each transaction is processed as follows: In the first transaction, the frequent 

weighted utility items (A, B) are being processed. The results after the first transaction are shown in fig. 1. The 

root of the tree is initially fixed as null. Then, this transaction is attached as a first branch of the root node. Each 

node of the branch is attached with the frequency weighted utility values. 

 
Fig 1. The Utility FP-tree after the first transaction is processed 

 

Subsequently, the next transaction containing frequent weighted utility items (C, A) is processed. Here, 

the items does not contain any prefix path in the utility FP-tree after executing the first transaction so that the 

new nodes (C: 4.44) is attached with the root node as its child. Also, the other new node (A: 2.22) is created and 

linked with the child of (C: 4.44). The results after the second transaction are shown in fig. 2. 
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Fig 2. The Utility FP-tree after the second transaction is processed 

 

For processing of third transaction, the path <“C” “B”> shares the same prefix “C” with the Utility FP-

tree so that the count of the node (C: 4.44) is incremented by 4.44 as it shares the common prefix and created a 

new node (B: 0.77) is attached to the node (C: 8.88) as its child node. The results after the third transaction are 

shown in fig. 3. 

 
Fig. 3. The utility FP-tree after the third transaction is processed 

 

After the Utility FP-tree is constructed from a transaction database, a mining process is executed to 

determine the large items. Utility FP-tree derives the utility itemsets directly from the utility FP-tree and do not 

necessitate generation of candidate itemsets for mining. It recursively processes the utility items one by one and 

bottom-up with regard to the Header Table. By constructing a conditional utility FP-tree for each utility item, 

high utility itemsets are mined recursively from it. This process is executed until all the items in the utility FP-

tree get processed. 

 

2. Mining a high utility itemsets from utility FP-tree  

The next major step is to examine the mining process based on the constructed utility FP-tree as shown 

in fig. 3. The mining process of utility itemsets from the utility FP-tree based on the pattern growth 

methodology [30] is explained as follows.  

 

Step 1: Generating conditional utility pattern base and Conditional utility FP-tree 

 

After the utility FP-tree is constructed from an ordered transaction database, a mining procedure starts 

with the generation of the conditional utility pattern base and the conditional utility FP-tree. As the utility FP-

tree constructed in the fig. 3, we have generated a conditional utility pattern base and the conditional pattern 

tree. Here, we start with the mining process from the bottom of the nodes of the utility FP-tree and their 

corresponding prefix paths are extracted from it. Then, their relevant utility pattern base and conditional utility 

FP-tree are generated in order to mine 2-length utility patterns.  

 

Example: At first, we process the item “B”, which is the bottom item present in the header table so that two 

prefix paths existed for item B is extracted. For an item B, the conditional pattern base is (A: 0.77) and (C: 

0.77), which are the prefix paths of the item “B”. Then, the conditional utility FP tree is generated for the item 

“B”. Again, the conditional pattern base is generated for the superset of “A” i.e., “AB” and “AC” but no prefix 

paths having this sequence so it generates NULL path. Subsequently, the next items A and C are processed. The 
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conditional pattern base for item “A” is (C: 2.22) and the conditional pattern base of the patterns “C” is null. 

The conditional pattern-bases and the conditional FP-trees generated are summarized in Table 4.  

 
Fig 4. Mining of FP-tree by creating conditional pattern-bases 

 

Table 4. Mining frequent patterns by creating conditional pattern-bases 

Item 
Conditional 

pattern- base 

Conditional FP-

tree 

B 
{(A:0.77), 

(C:0.77)) 
{(A,C)}/B 

A {(C:2.22)} {(C)}/A 

C φ φ 

BA φ φ 

BC φ φ 

AC φ φ 

 

Step 2. Mining utility patterns 

After the generation of the conditional utility FP-tree, the high utility patterns are mined from it based 

on the minimum support threshold. Here, utility patterns are mined recursively from the conditional utility FP 

tree so that all length patterns having the frequency weighted utility greater than the minimum threshold is 

obtained. The patterns are said to be frequent weighted utility patterns if the support of those is greater than 

the min_util . 

 

Example: The results obtained for the sample database given in table 1 is shown in the table 5. The frequent 

weighted utility patterns are {(C: 8.88) (A: 4.44), (B: 1.44), (AB: 0.77), (CB: 0.77), (CA: 2.22)}.  

 

Table 5. Frequent weighted utility patterns for a sample database 

Frequent patterns 

C: 8.88   

A: 4.44  CA: 2.22 

B: 1.44  AB: 0.77 

CB: 0.77 

 

 

EXPERIMENTAL RESULTS 
This section presents the experimental results of our proposed approach for effectual mining of high 

utility itemsets on transaction database. The proposed approach has been implemented in Java (jdk 1.6). The 

data utilized in our experimental results are real-world data obtained from various fields and widely-accepted 

synthetic data. We have tested our approaches in two different datasets, namely T10I4D100K and Retail [7, 15]. 

For real life data, we have used Retail dataset, a real market basket data and synthetic data T10I4D100K is 

obtained from the IBM dataset generator.  

  

T10I4D100K:  This dataset contains 100,000 transactions and 870 distinct items. T10I4D100K denotes 

the Average size of the transactions (T), Average size of the maximal potentially large itemsets (I) and the 

number of transactions (D). Retail Dataset: This dataset contains 88,162 transactions and 16,470 distinct items. 

This dataset was donated by Tom Brijs and contains the (anonymized) retail market basket data from an 

anonymous Belgian retail store. Table 6 gives the tow test dataset descriptions. 
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Table 6: Test dataset Description 

Dataset Size No. of transactions No. of Items 

T10I4D100K 3.93MB 100,000 870 

Retail 4.07MB 88,162 16,470 

 

4.1 Performance Evaluation 

Experimentations on both the real life and synthetic datasets are undertaken by the two pattern mining 

algorithms such as, proposed algorithm and FP-growth. The two algorithms are utilized to analyze the Standard 

FP-growth algorithm with our proposed approach for effectual mining of high utility itemsets. Here, different 

results are obtained by changing the support values and analyzed the results for the two datasets.  

 

1) Retail 

The experimental results are taken by varying the support values on the retail datasets. The obtained 

results are plotted as graphs as shown in figures 5, 6, 7, 8 and 9 that shows the performance of the two 

approaches on retail dataset in effectual mining of high utility itemsets. Here, the performance of our proposed 

approach is evaluated by different support values (normalized between 0 to 1) and the corresponding generated 

length of the patterns. By analyzing the plotted graphs, the performance of our proposed approach produces 

better results than the standard FP-growth algorithm. As the support value varies, the number of generated 

frequent patterns gets reduced in our proposed approach than the FP-growth algorithm by different length of 

patterns. In Fig 5, the number of patterns generated by varying the support thresholds of 1 length patterns gets 

constrained from the FP-growth algorithm. Likewise, the fig 6, 7 and 8 shows the generated number of patterns 

of 2 length , 3 length and 4 length patterns respectively of different supports of both the algorithms. But, as 

shown in fig 9, no 5 length patterns are produced by our proposed approach compared with the FP-growth 

algorithm which generated a limited number of patterns. 
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Fig 5.   No. of frequent patterns (1-length) generated using various support threshold 
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Fig 6. No. of frequent patterns (2-length) generated using various support threshold 
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Fig 7. No. of frequent patterns (3-length) generated using various support threshold 
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Fig 8.   No. of frequent patterns (4 -length) generated using various support threshold 
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Fig 9.   No. of frequent patterns (5-length) generated using various support threshold 
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2) T10I4D100K 

The experimental results are taken by varying the support values on the T10I4D100K datasets. The 

attained results are plotted as graphs as shown in figures 10, 11, 12, 13 and 14 that shows the performance of the 

two approaches on T10I4D100K  dataset in effectual mining of high utility itemsets. Here, the performance of 

our proposed approach is examined by different support values and the corresponding generated number of 

patterns with the length of the patterns. By examining the plotted graphs, the performance of our proposed 

approach produces better results than the standard FP-growth algorithm. The number of frequent patterns 

generated in different lengths gets reduced in our proposed approach than the FP-growth algorithm by diverse 

support thresholds. The number of patterns generated in different lengths patterns is restricted from the FP-

growth algorithm with the support threshold of 0.5 is shown in fig 10. Similarly, the fig. 11 and fig. 12 shows 

the generated number of patterns of varying lengths with the support thresholds 0.6 and 0.7 respectively of both 

the algorithms. Also, our proposed approach and the FP-growth algorithm produces better results with the 

support values of 0.8 and 0.9 is shown in fig. 13 and fig. 14 respectively. 
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Fig 10. No. of frequent patterns generated of varying lengths with support threshold= 0.5 
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Fig 11. No. of frequent patterns generated of varying lengths with support threshold= 0.6 
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Fig 12.   No. of frequent patterns generated of varying lengths with support threshold= 0.7 
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Fig 13. No. of frequent patterns generated of varying lengths with support threshold= 0.8 
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Fig 14. No. of frequent patterns generated of varying lengths with support threshold= 0.9 

 

CONCLUSION 
In this paper, we have presented a novel utility FP-tree, an extensive tree structure for storing essential 

information about frequent patterns for mining the high utility itemsets. We have utilized the standard FP-

growth algorithm for mining the complete set of frequent patterns by pattern growth. The efficiency of the high 

utility pattern mining is recognized by two important thoughts. One is the construction of the utility FP-tree and 

the other one is the mining of utility itemsets from the utility FP-tree. Our proposed utility FP-tree-based pattern 

mining utilized the pattern growth method to avoid the costly generation of a large number of candidate sets in 

which it dramatically reduces the search space. The experimentation was carried out on our proposed approach 

using real life datasets and the results showed that the proposed approach is effective on the tested databases.   
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